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Preface

Nanoscience and nanotechnology represent one of the main directions of natural 
science of the twenty-first century and are being actively and rapidly developed. 
Nanoscience deals with the search and description of fundamental phenomena, 
relationships, and properties typical of small-scale particles of the nanometer 
size. Nanotechnology implements the achievements of nanoscience in new pro-
cesses, materials, and devices. In nanoscience and nanotechnology, the funda-
mental and applied problems are intertwined, and the latest achievements of 
theoretical and experimental physics, chemistry, biology, material science, and 
technology are used.

Nanoscience is a multibranch direction of natural science that combines the 
features typical of living organisms and the inorganic world.

Nanochemistry forms an important part of nanotechnology, because a lot 
of processes and syntheses of new materials start from atoms, molecules, clus-
ters, nanoparticles. Thus, on the one hand, chemistry and nanochemistry deal 
with the initial stage on preparation of various materials and, on the other side, 
for nanoparticles of different elements, unusual chemical reactions have been 
observed, and products with unusual chemical properties have been synthe-
sized. The phenomena that depend on the number of particles involved in the 
reaction are studied by nanochemistry.

Such phenomena associated with the dependence of the chemical activity on 
the size of involved particles are referred to as the size effect. The experimental 
and theoretical development of the latter determines the progress in many direc-
tions and applications of nanochemistry.

The development of nanoscience and nanotechnology and, hence, of nano-
chemistry, proceeds very rapidly. This is evidenced by the appearance of the 
second and new editions of many monographs.

The monograph by professor G.B. Sergeeev was first published in Russian 
in 2003; its extended English version was published by Elsevier in 2006. For the 
second edition, professors Sergeev and К. Klabunde decided to join their efforts 
in order to more completely reflect the state in the art in nanochemistry. This 
favored considerable widening and renewal of the covered material.

Three new chapters, which deal with preparation of solvated dispersions 
of metal atoms used in the synthesis of nanoparticles, the self-assembling of 
nanoparticles, and the control over their size, and also a chapter on the synthesis 
and properties of organic nanoparticles were added. Besides these new chapters, 
new paragraphs and sections were supplemented to virtually all chapters of the 
first edition. The new material constitutes about 40% of the total content.



xii Preface

Many chapters of the first edition have not yet lost their significance as 
regards both modern science and education and are fully included in the second 
edition.

The book “Nanochemistry” is of interest for those who deal with problems 
of both nanoscience and nanotechnology or is interested in the latter one.

In preparation of the second edition, inestimable assistance was rendered 
by N.S. Merkulova, the wife of G.B. Sergeeev, to whom the latter is extremely 
grateful. Likewise, K. Klabunde is indebted to his wife, Linda Klabunde, for 
her valuable contributions, assistance, and patience, which allowed this Second 
Edition to be completed.
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Survey of the Problem and 
Certain Definitions

Chapter 1

Nowadays, we are witnessing the development and advancement of a new 
 interdisciplinary scientific field—nanoscience. Despite its name, it cannot be 
associated solely with miniaturization of the studied objects. In fact, nanoscience 
comprises closely interrelated concepts of chemistry, physics, and biology, which 
are aimed at the development of a new fundamental knowledge. As was shown 
by numerous examples in physics, chemistry, and biology, a transition from mac-
rosizes to those of 1–10 nm gives rise to qualitative changes in physicochemical 
properties of individual compounds and systems.

The historical aspect of the formation and development of independent 
fundamental directions of nanoscience and the prospects of their application 
in different branches of nanotechnology were discussed in detail in numerous 
reviews.1–4 Numerous books and articles by Russian scientists who had a great 
influence on the progress in studying small-scale particles and materials can be 
found in Ref. 3. Their contribution was acknowledged to a certain extent by the 
2000 Nobel Prize, which was awarded to Zh. I. Alferov for his achievements in 
the field of semiconducting heterostructures.

In the past 10–15 years, the progress in nanoscience was largely associated 
with the elaboration of new methods for synthesizing, studying, and modifying 
nanoparticles and nanostructures. The extensive and fundamental development 
of these problems was determined by nanochemistry. Nanochemistry, in turn, 
has two important aspects. One of these is associated with gaining insight into 
peculiarities of chemical properties and the reactivity of particles comprising 
a small number of atoms, which lays new foundations of this science. Another 
aspect, connected to nanotechnology, consists of the application of nanochem-
istry to the synthesis, modification, and stabilization of individual nanoparticles 
and also for their directed self-assembling to give more complex nanostructures. 
Moreover, the possibility of changing the properties of synthesized structures 
by regulating the sizes and shapes of original nanoparticles deserves attention.

The advances in recent studies along the directions mentioned are reflected 
in several reviews and books.5–13 A special issue of the journal Vestnik 
 Moskovskogo Universiteta was devoted to the problems of nanochemistry.14 
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The dependence of physicochemical properties on the particle size was dis-
cussed based on optical spectra,15 magnetic properties,16,17 thermodynamics,18 
electrochemistry,19 conductivity, and electron transport.20,21 Different equations 
describing physical properties as a function of the particle size were derived 
within the framework of the droplet model.22 A special issue of Journal of 
Nanoparticle Research is devoted to the works of Russian investigators in the 
field of nanoscience.23 Many aspects of synthesis, physicochemical properties, 
and self-assembly have been reviewed.24

In nanochemistry, which is in a stage of rapid development, questions 
 associated with definitions and terms still arise. The exact difference between 
terms such as “cluster,” “nanoparticle,” and “quantum dot” has not yet been 
formulated in the literature. The term “cluster” is largely used for particles that 
include small numbers of atoms, while the term “nanoparticle” is applied for 
larger atomic aggregates, usually when describing the properties of metals and 
carbon. As a rule, the term “quantum dot” concerns semiconductor particles 
and islets, the properties of which depend on quantum limitations on charge 
carriers or excitons. In this book, no special significance will be attached to 
definitions, and the terms “cluster” and “nanoparticle” will be considered as 
 interchangeable.

Table 1.1 shows some classifications of nanoparticles, which were proposed 
by different authors based on the diameter of a particle expressed in nanome-
ters and the number of atoms in a particle. These classifications also take into 
account the ratio of surface atoms to those in the bulk. A definition given by 
Kreibig25 is similar to that proposed by Gubin.26 It should be mentioned that 
a field of chemistry distinguished by Klabunde12 pertains, in fact, to particles 
measuring less than 1 nm.

Nanoparticles and metal clusters represent an important state of condensed 
matter. Such systems display many peculiarities and physical and chemical 
properties that were never observed earlier. Nanoparticles may be considered 
as intermediate formations, which are limited by individual atoms on the one 
hand and the solid phase on the other. Such particles exhibit the size dependence 
and a wide spectrum of properties. Thus, nanoparticles can be defined as enti-
ties measuring from 1 to 10 nm and built of atoms of one or several elements. 
Presumably, they represent closely packed particles of random shapes with a 
sort of structural organization. One of the directions of nanoscience deals with 
various properties of individual nanoparticles. Another direction is devoted to 
studying the arrangement of atoms within a structure formed by nanoparticles. 
Moreover, the relative stability of individual parts in this nanostructure can be 
determined by variations in kinetic and thermodynamic factors. Thus, nanosys-
tems are characterized by the presence of various fluctuations.

Natural and technological nanoobjects represent, as a rule, multicomponent 
systems. Here again, one is up against a large number of different terms such 
as “nanocrystal,” “nanophase,” “nanosystem,” “nanostructure,” and “nanocom-
posites,” which designate formations built of individual, separate nanoparticles. 
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For instance, nanostructure can be defined as an aggregate of nanoparticles of 
definite sizes, which is characterized by the presence of functional bonds. In the 
reactions with other chemical substances, such limited-volume systems can be 
considered as a sort of nanoreactors. Nanocomposites represent systems where 
nanoparticles are packed together to form a macroscopic sample in which inter-
actions between particles become strong, masking the properties of individual 

TABLE 1.1 Classification of Particles by their Sizes

(a)

U. Kreibig25

Domain I  
Molecular clusters

Domain II  
Solid-state clusters

Domain III  
Microcrystals

Domain IV  
Bulk particles

N ≤ 10 

Indistinguishable  

surface and volume

102 ≤ N ≤ 103 

Surface–volume  

ratio ≈1

103 ≤ N ≤ 104 

Surface–volume  

ratio <1

N > 105 

Surface–volume  

ratio <1

(b)

K. Klabunde12

Chemistry Nanoparticles Solid-state physics

Atom N = 10 N = 102 N = 103 N = 104 N = 106 Bulk matter

Diameter (nm) 1 2 3 5 7 10 >100

(c)

N. Takeo (Disperse Systems, Wiley-VCH, 1999, p. 315.)

Superfine clusters Fine clusters Coarse clusters

2 < N ≤ 20 

2R ≤ 1.1 nm 

Indistinguishable surface and  

internal volumes

20 < N ≤ 500 

1.1 nm ≤ 2R ≤ 3.3 nm

0.9 ≥ Ns/Nv ≥ 0.5

500 < N ≤ 107 

3.3 nm ≤ 2R ≤ 100 nm 

0.5 ≥ Ns/Nv

(d)

G.B. Sergeev, V.E. Bochenkov (Physical Chemistry of Ultradispersed Systems:  
Conference Proceedings, Moscow, 2003, pp. 24–29.)

Chemistry of 
atoms

Nanochemistry Chemistry  
of solid-state

Number of atoms in particle

Single atoms 10 102 103 104 106 Bulk

Diameter (nm) 1 2 3 5 7 10 >100
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particles. For every type of interaction, it is important to know how the proper-
ties of a sample change with its size. Moreover, it should be mentioned that with 
a decrease in the particle size, the concept of phase becomes less clear: it is dif-
ficult to find boundaries between homogeneous and heterogeneous phases, and 
between amorphous and crystalline states. At present, the common concepts 
of chemistry, which define the relationships such as composition–properties 
and structure–function, are supplemented by the concepts of size and self-orga-
nization, giving rise to new effects and mechanisms. Nonetheless, despite all 
achievements of nanochemistry, we still cannot give a general answer to the 
question how the size of particles of, e.g. a metal, is related to their properties.

Metallic nanoparticles measuring less than 10 nm represent systems with 
excessive energy and a high chemical activity. Particles of about 1 nm need vir-
tually no activation energy to enter into either aggregation processes, which 
result in the formation of metal nanoparticles, or reactions with other chemical 
compounds to give substances with new properties. The stored energy of such 
particles is determined first of all by uncompensated bonds of surface and near-
surface atoms. This can give rise to unusual surface phenomena and reactions.

The formation of nanoparticles from atoms involves two processes, namely, 
the formation of metal nuclei of different sizes and the interactions between 
the formed particles, which generate the formation of assemblies that possess a 
nanostructure.

Virtually all methods of nanosynthesis produce nanoparticles in nonequilib-
rium metastable states. On the one hand, this factor complicates their investiga-
tion and application in nanotechnologies aimed at the development of stable 
devices. On the other, nonequilibrium systems allow carrying out new unusual 
chemical reactions, which are difficult to predict.

Elucidation of the relationship between the size and chemical reactivity of a 
particle is among the most important problems of nanochemistry. For nanopar-
ticles, two types of size effects are distinguished.27 One of these is their intrinsic 
or internal effect, which is associated with specific changes in superficial, bulk, 
and chemical properties of a particle. The other, external effect, represents a 
size-dependent response to external factors unrelated to the internal effect.

Specific size effects manifest themselves to a great extent for smaller par-
ticles and are most likely in nanochemistry, where irregular size–properties 
dependencies prevail. The dependence of activity on the size of the particles 
taking part in a reaction can be associated with the changes in the particle prop-
erties in the course of its interaction with an adsorbed reagent,28 correlations 
between geometrical and electron shell structures,29 and symmetry of boundary 
orbitals of a metal particle with respect to adsorbed-molecule orbitals.30

As mentioned above, nanochemistry studies the synthesis and chemical 
properties of particles and formations with sizes below 10 nm along one direc-
tion at least. Moreover, most interesting transformations are associated with 
the region of ca. 1 nm. Elucidation of mechanisms that govern the activity 
of particles with sizes of 1 nm and smaller is among the major problems of 
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modern  nanochemistry, despite the fact that the number of particles is a more 
 fundamental quantity as compared with their size.

The dependence of chemical activity on the size of reacting particles is 
explained by the fact that properties of individual atoms of elements as well 
as of clusters and nanoparticles formed from atoms differ from the properties 
of corresponding macroparticles. To understand and roughly analyze the size-
dependent chemical properties, we can compare the reactivities of compact sub-
stances, nanoparticles, and clusters of species.31 The demarcation lines between 
sizes of such formations vary from element to element and should be specified 
for each case.

In nanochemistry, the interaction of every particle with the environment has 
its own specifics. When studying individual properties of such a particle, atten-
tion should be focused on qualitative changes in particle properties as a function 
of its size. Moreover, the properties of isolated nanoparticles are characterized 
by a wide statistical scatter, which varies in time and requires special studies.

The internal size effect in chemistry can be caused by the changes in the 
particle structure and the surface-induced increase in the electron localization. 
Surface properties affect the stabilization of particles and their reactivity. For 
small numbers of reagent atoms adsorbed on the surface, a chemical reaction 
cannot be considered as in infinite volume, due to the commensurable surfaces 
of a nanoparticle and a reactant.

Reaction kinetics in small-scale systems with limited geometry differs from 
classical kinetics, because the latter ignores fluctuations in concentrations of 
reacting particles. Formations containing small numbers of interacting mole-
cules are characterized by relatively wide fluctuations in the number of reactants. 
This factor gives rise to a time lag between the changes in reactant concentration 
on the surfaces of different-size nanoparticles and, as a consequence, to their 
different reactivities. Kinetics of such systems is described based on a stochastic 
approach,32 which takes into account statistical fluctuations in the number of 
reacting particles. The Monte-Carlo technique was also used for describing the 
kinetics of processes that occur on the surface of nanoparticles.33

In nanoparticles, a considerable number of atoms pertain to the surface, 
and their ratio increases with a decrease in the particle size. Correspondingly, 
the contribution of surface atoms to the system’s energy increases. This has 
certain thermodynamic consequences, for example, a size dependence of the 
melting point, Tm, of nanoparticles. The size, which determines the reactivity 
of particles, also gives rise to effects such as variations in the temperature 
of polymorphous transitions, a solubility increase, and a shift of chemical 
equilibrium.

Experiments and theoretical studies on thermodynamics of small particles 
testify that the particle size is an active variable, which, together with other ther-
modynamic variables, determines the state of the system and its reactivity. The 
particle size can be considered as an equivalent of the temperature. This means 
that nanoscale particles can enter into reactions untypical of bulk  substances. 
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Moreover, it was found that variations in the size of metal  nanocrystals con-
trol the metal–nonmetal transition.34 This phenomenon is observed for particles 
with diameters not exceeding 1–2 nm and can also affect the reactivity of the 
system. The activity of particles also depends on interatomic distances. Theo-
retical estimates by the example of gold particles have shown that average inter-
atomic distances increase with a decrease in the particle size.35

As a rule, nanoparticles, free of interactions with the environment, can 
exist as separate particles only in vacuum, due to their high activity. How-
ever, using the example of silver particles with different sizes, it was shown 
that optical properties are identical in vacuum and upon condensation in an 
argon medium at low temperatures.36 Silver particles were obtained by mild 
deposition in solid argon. Spectra of clusters comprising 10–20 silver atoms 
resembled those of particles isolated in the gas phase by means of mass spec-
trometry. Based on these results, it was concluded that deposition processes 
have no effect on the shape and geometry of clusters. Thus, the optical proper-
ties and reactivity of metal nanoparticles in the gas phase and inert matrices 
are quite comparable.

A different situation is observed for nanoparticles obtained in the liquid 
phase or on solid surfaces. In the liquid phase, the formation of a metal nucleus 
of a particle from atoms is accompanied by interaction of particles with the 
environment. The interplay of these two processes depends on many factors, 
most important of which are the temperature and the reagent ratio in addition 
to physicochemical properties of metal atoms and the reactivity and stabilizing 
properties of ligands of the medium. The interaction of atoms and metal clus-
ters with a solid surface is an intricate phenomenon. The process depends on 
the surface properties (smooth facet of single crystals and rough and developed 
surfaces of various adsorbents) and the energy of particles to be deposited.

As mentioned above, the main problem of nanochemistry is to elucidate 
the relationship between the size and chemical activity of particles. Based on 
the experimental data available, we can formulate the following definition: size 
effects in chemistry are the phenomena that manifest themselves in qualitative 
changes in chemical properties and reactivity and depend on the number of 
atoms or molecules in a particle.37

It is difficult to regulate the sizes of metal nanoparticles that are often poorly 
reproducible, being determined by their preparation method. The mentioned 
factors limit the number of publications containing an analysis of the effect of 
particle size on its reactivity. In recent publications, such reactions were most 
actively studied in the gas phase, and experimental studies were supplemented 
by a theoretical analysis of the results obtained.

Chemical and physical properties of metal nanoparticles formed of atoms 
were observed to change periodically depending on the number of atoms in a 
particle, its shape, and the type of its organization. In this connection, attempts 
were undertaken to tabulate the electronic and geometrical properties of clus-
ters and metal nanoparticles by analogy with the Mendeleev Periodic Table. As 



7Chapter | 1 Survey of the Problem and Certain Definitions

was shown by the example of sodium atoms, Na3, Na9, and Na19 particles are 
univalent, while halogen-like clusters Na7 and Na17 exhibit enhanced activity. 
The lowest activity is typical of particles with closed electron shells, namely, 
Na2, Na8, Na18, and Na20.38 This analogy, which was demonstrated for small 
clusters with properties determined by their electronic structure, makes it pos-
sible to expect the appearance of new chemical phenomena in reactions with 
such substances.

For sodium clusters containing several thousand atoms, periodic changes in 
the stability of particles were also revealed. For Na particles containing more 
than 1500 atoms, the closed-shell geometry prevails, which resembles that of 
inert gases.

It was noted38 that the size of particles containing tens of thousand atoms 
can affect their activity in a different manner. Sometimes, the key role is played 
by electronic structures of each cluster; otherwise, the geometrical structure of 
the electronic shell of the whole particle has a stronger effect on the reactivity. 
In real particles, their electronic and geometrical structures are interrelated and 
it is not always possible to separate their effects.

The problem of elucidating the dependence of chemical properties on the 
size of particles involved in a reaction is closely linked with the problem of 
revealing the mechanisms of formation of nanoscale solid phases during elec-
trocrystallization. Interactions of atoms in the gas and liquid phases or upon 
their collision with a surface first of all give rise to small clusters, which can 
later grow to nanocrystals. In the liquid phase, such nucleation is accompa-
nied by crystallization and solid-phase formation. Peculiarities of the formation 
of nanoscale phases during fast crystallization were considered on qualitative 
and quantitative levels.39,40 Nanochemistry of metal particles formed by small 
numbers of atoms demonstrates no pronounced boundaries between phases and 
the questions of how many atoms of one or other elements are necessary for 
spontaneous formation of a crystal nucleus that can initiate the formation of a 
nanostructure have not yet found the answer.

In nanochemistry, when studying the effect of the particle size on its proper-
ties, the most important factors are the surface on which the particle is located 
and the nature of the stabilizing ligand. One of the approaches to solving this 
problem is to find the symmetry energy of the highest occupied molecular 
orbital and/or the lowest unoccupied molecular orbital as a function of the par-
ticle size. Yet another approach is based on finding such a shape of nanoparticles 
that would allow the optimal conditions for the reactions to be reached.

To date, nanochemistry of some elements of the Periodic Table was studied 
in sufficient detail, while other elements were studied incompletely.

From our viewpoint, in the next 10–15 years, the role of nanochemistry in 
the development of nanotechnology will increase; this is why in the follow-
ing chapters we will discuss in detail the synthesis, chemical properties, and 
reactivity of atoms, clusters, and nanoparticles of different elements in the 
Periodic Table.
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Synthesis and Stabilization 
of Nanoparticles

Chapter 2

Metal atoms exhibit a high chemical activity, which is retained in their dimers, 
trimers, clusters, and nanoparticles containing large numbers of atoms. The study 
of such active particles is possible as long as various stabilizers are used; hence, 
the problems concerning the synthesis of such nanoparticles and their stabiliza-
tion should be considered in tandem. At present, there are many methods for 
synthesizing particles of various sizes. Insofar as metals constitute the majority 
of elements in the Periodic Table, we will consider them as examples, based on 
studies published for the most part in the past decade.

In principle, all the methods for synthesizing nanoparticles can be divided 
into two large groups. The first group combines methods that allow preparation 
and studies of nanoparticles but do not help much in the development of new 
materials. They include condensation at superlow temperatures, certain versions 
of chemical, photochemical, and radiation reduction, and laser-induced evapo-
ration (Figure 2.1).

The second group includes methods that allow preparation of nanomateri-
als and nanocomposites, based on nanoparticles. These are, first of all, differ-
ent versions of mechanochemical dispersion, condensation from the gas phase, 
plasmochemical synthesis, and certain other methods.

The above division reflects another peculiarity of methods under consid-
eration, which is expressed as follows: the particles can either be built from 

Chapter Outline
2.1 Chemical Reduction   13
2.2  Reactions in Micelles, Emulsions,  

and Dendrimers   18
2.3  Photochemical and Radiation-

Chemical Reductions   22

2.4 Cryochemical Synthesis   27
2.5 Physical Methods   38
2.6  Particles of Various Shapes and 

Films   43
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separate atoms (an approach from the “bottom”) or by various dispersion and 
aggregation procedures (an approach from the “top”). The approach from the 
“bottom” largely pertains to chemical methods of preparation of nanosize par-
ticles, whereas the approach from the “top” is typical of mechanical/physi-
cal methods. For example, grinding of a solid material can be done on large 
scale. However, grinding and pulverizing have limits because, as particle size 
decreases, chemical reactivity increases. This eventually leads to the back reac-
tion of particles, necking, and coalescence. Thus, consider the extreme of water 
droplets. These droplets never spontaneously split apart, but do spontaneously 
coalesce to form larger droplets. The same is true of metal droplets as well 
as solid particles. Because of these increased surface energies and reactivities, 
grinding and pulverization are not good methods for reaching below about 
50 nm, and certainly not good for attaining monodispersity (all particles the 
same size). The most satisfactory results are for solids with very high lattice 
energies, such as magnesium oxide and other ceramics. The least satisfactory 

FIGURE 2.1 Two approaches to the synthesis of nanoparticles. A comparison of nanochemistry 
and nanophysics.1
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results are for low melting, low lattice energy solids, such as zinc metal or mag-
nesium metal.

A modification that helps stabilize small particles as they form, is adding an 
active surface ligand, called a chemo-modified grinding. But even this approach 
has not proven to be very successful, at least for exacting studies. Nonetheless, 
if large amounts of nanomaterials are needed, and there are no requirements for 
monodispersity or ligand stabilization, grinding/pulverization of bulk solids is 
a viable synthetic method.

Of course, “bottom-up” methods of synthesis yield more control in nanoscale 
synthesis, but usually are more expensive than “top-down.” Bottom-up means 
building nanoparticles from their constituent fundamental building blocks, such 
as atoms or reactive small molecules. So, in bottom-up synthesis, there is a 
need for a molecular precursor that can be suddenly changed to a fundamental 
building block. For example, a soluble stable metal salt could be reduced to 
form metal atoms, which rapidly aggregate to nanoparticles. Another example 
is to hydrolyze a soluble metal alkoxide to an insoluble metal hydroxide, which 
rapidly aggregates to nanoparticles. A third example is to use thermal energy to 
liberate atoms from bulk metal, and allow the atoms to aggregate in a controlled 
fashion.1 Naturally, the proposed division is rough and schematic. Preparation 
of nanoparticles from atoms allows individual atoms to be considered as the 
lower limit of nanochemistry. Its upper boundary corresponds to atomic clusters, 
whose properties no longer undergo qualitative changes with an increase in the 
number of constituent atoms, thus resembling the properties of compact metals. 
The number of atoms that define the upper boundary is unique for every ele-
ment in the Periodic Table. It is also of paramount importance that the structures 
of equal-size nanoparticles can differ if they were obtained by using different 
approaches. As a rule, dispersion of compact materials into nanosize particles 
retains the original structure in resulting nanoparticles. In particles formed by 
aggregation of atoms, the positions of atoms can be different, which affects their 
electronic structure. For example, a particle measuring 2–4 nm can demonstrate 
a decrease in the lattice parameter. The above factor poses a problem of the 
necessity of analyzing the law of conservation of chemical composition at the 
nanolevel.

2.1 CHEMICAL REDUCTION

Nowadays, the attention of many scientists is focused on the development of 
new methods for synthesis and stabilization of metal nanoparticles. Moreover, 
special attention is paid to monodispersed particles. Chemical reduction is used 
most extensively in the liquid phase, including aqueous and nonaqueous media. 
As a rule, metal compounds are represented by their salts, while aluminohy-
drides, borohydrides, hypophosphites, formaldehyde, and salts of oxalic and 
tartaric acids serve as the reducers. The wide application of this method stems 
from its simplicity and availability.
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As an example, we consider the synthesis of gold particles. Three solutions 
are prepared: (a) chloroauric acid in water, (b) sodium carbonate in water, and 
(c) hypophosphite in diethyl ether. Then, their mixture is heated for an hour 
up to 70 °C. As a result, gold particles of 2–5 nm diameters are obtained. The 
major drawback of this method is the large amount of admixtures contained in 
a colloid system formed of gold nanoparticles, which can be lowered by using 
hydrogen as the reducer.

In the general case, the behavior of a metal particle in solution is determined 
by the potential difference ΔE = E − Eredox, where E is the equilibrium redox 
potential of the particle and Eredox is the corresponding solution potential. Parti-
cles grow when ΔE > 0 and dissolve when ΔE < 0. For ΔE = 0, an unstable equi-
librium is established. The situation is complicated by the fact that the redox 
potential of a metal particle depends on the number of atoms. In this respect, 
the chemical reduction occurs in systems thermodynamically and is kinetically 
unstable. Chemical reduction is a multifactor process. It depends on the choice 
of a redox pair and concentrations of its components as well as on the tempera-
ture, pH of the medium, and diffusion and sorption characteristics.

Recently, the processes in which a reducer simultaneously performs the 
function of a stabilizer became widely used. Among such compounds are  
numerous N–S-containing surfactants, thiols, salts of nitrates, and polymers 
containing functional groups.

Reagents most frequently used as the reducers of metal ions are tetrahydrob-
orates of alkali metals (MBH4), which operate in acidic, neutral, and alkaline 
aqueous media. Alkali-metal tetraborates can reduce most cations of transition 
and heavy metals, which is explained by the high redox potential of MBH4 
(1.24 V in alkaline medium) as compared with the standard potentials of many 
metal ions, which lie in the interval − 0.5 ≤ − E ≤ = − 1.0 V.42 Reduction of 
metal ions was shown to involve the formation of complexes with bridge bonds 
M⋯H⋯B, which favors the subsequent hydrogen-atom transfer with the break 
of the bridge bond, followed by a redox process with the breakage of a B–H 
bond to give BH3. The obtained borane undergoes hydrolysis and catalytic 
decomposition on the surface of metal particles.

Syntheses of metal nanoparticles in liquid media involved using hydrazine hypo-
phosphite and its derivatives and also various organic substances as the reducers.6 
Certain problems concerning the kinetics and mechanism of formation of metal 
nanoparticles in liquid-phase redox reactions were analyzed.2 The analysis was 
based on the analogy with crystallization processes and topochemical reactions 
of thermal decomposition of solids and also with reactions of the gas–solid type. 
However, as correctly reasoned, the analogies of such a kind and the results 
obtained based on a formal description of the kinetics of chemical reduction 
should be viewed with caution. The peculiarities of the kinetics and mechanisms 
of complex and multifactor processes such as the redox synthesis, the growth, and 
stabilization of metal nanoparticles require further research. Chemical interactions 
in the reduced-metal-ion–reducer system can be associated with the transfer of 
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an electron from the reducer to the metal ion via the formation of an intermediate 
complex, which lowers the electron-transfer energy. A so-called electrochemical 
mechanism, which also involves electron transfer but occurs with direct participa-
tion of the surface layer of growing metal particles, was discussed.3

Spherical silver nanoparticles measuring 3.3–4.8 nm were synthesized by the 
reduction of silver nitrate by sodium borohydride in the presence of tetraam-
monium disulfide.44 Dibromidebis[(trimethyl ammoniumdecanoylamino)ethyl]
disulfide was used as the stabilizer. Particles obtained were characterized by 
intense light absorption in the wavelength region of 400 nm, which corresponds 
to the silver plasmon peak and points to the metallic nature of particles. By 
studying the effect of the medium on the stability of particles, it was found that 
the latter are aggregated in the presence of sulfuric and hydrochloric acids. The 
stability of silver particles also depended on the pH of the medium: in aqueous 
media with pH 5–9, the particles remained stable for a week. An increase or 
a decrease in the pH resulted in fast aggregation and deposition of silver par-
ticles. The effect of the latter factor on the stability of gold particles was less 
pronounced.

It is shown that small positively charged silver clusters, stabilized in the 
form of polyacrylate complexes (“blue silver”), can be prepared by the partial 
oxidation of the products of borohydride reduction of the Ag+ cations in aque-
ous polyacrylate solutions.4,5

Particles of controlled sizes (1–2 nm) were obtained by using an amphiphilic 
polymer poly(octadecylsiloxane) as the matrix.6

Hybrid materials based on polyelectrolyte gels with oppositely charged 
surface-active substances (surfactants) were used as nanostructured media for 
the reduction of various platinum salts with sodium borohydride and hydrazine. 
It was shown that the reduction with sodium borohydride mainly yields small 
platinum particles with radii of ca. 2–3 nm, while the reduction with hydrazine 
produces particles measuring ca. 40 nm.7

For cobalt nanoparticles, the mechanism of formation, electron spectra, and 
reactions in aqueous media were studied.8 The radiation-chemical reduction of 
cobalt ions in aqueous solutions of Co (ClO4)2 and HCOONa produced spheri-
cal cobalt particles with diameters of 2–4 nm. As a stabilizer, sodium polyacry-
late with a molecular mass of 2100 u was used. The radiolysis produced solvated 
electrons e −

aq, hydroxyl radicals, hydrogen atoms, and CO − ·
2  radicalions:

 H2O → e −
aq , H, OH, 

 OH(H) + HCOO − → H2O(H2) + CO − ·
2  

Hydrated electrons and radical ions CO − ·
2  reduced Co2+ ions to give cobalt 

nanoparticles with an absorption peak in the wavelength region of 200 nm. By 
using pulsed radiolysis, it was shown that these processes follow the autocata-
lytic mechanism.
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Radiation chemical reduction of Ni2+ ions in aqueous Ni(ClO4)2 solutions 
containing isopropanol, which was carried out in the presence of polyethylene, 
polyacrylate, and polyvinyl sulfate, produced metal sols formed by spherical 
particles with diameters of 2–4 nm. Nickel nanoparticles, which were easily 
oxidizable by O2 and H2O2, formed sufficiently stable nickel–silver nanosys-
tems9 with silver ions.

Spherical copper particles measuring 20–100 nm were obtained by 
γ-radiolysis of aqueous KCu (CN)2 solutions in the presence of either methanol 
or 2-propanol as the scavengers of hydroxyl radicals.10

The formation of silver particles during γ-radiolysis of silver nitrate solu-
tions in water, ethanol, and 0.01 M C12H25OSO3Na was studied. The fractal 
dimensions of particle aggregates in these solutions were 1.81, 1.73, and 1.70, 
respectively.11 A synthesis of stable nanoparticles (average size of 1–2 nm) 
of platinum, rhodium, and ruthenium in organic media as a result of heating 
colloidal solutions of corresponding metal hydroxides in ethylene glycol was 
described.12

Monodispersed particles of amorphous selenium were prepared in ethylene 
glycol via the reduction of selenious acid with hydrazine. The preparation of 
particles with controllable surfaces was based on varying the temperature in a 
range from −10 to +60 °C. This interval includes the temperature of glass transi-
tion of selenium, which provided control over the rate of incorporation of iron 
oxide into selenium particles.13

Silver particles with sizes ranging from 2 to 7 nm were synthesized by elec-
trochemical dissolution of a metal anode (silver plate) in an aprotic solution 
of tetrabutylammonium bromide in acetonitrile.14 This process was shown to 
depend on characteristics such as the current density and the cathode nature. 
Thus, at high current densities under nonequilibrium conditions, particles of 
irregular shapes can be formed. With an increase in the current density from 
−1.35 to −6.90 mA/cm2, the particle diameter decreased from 6 ± 0.7 to 
1.7 ± 0.4 nm. The reduction of silver ions stabilized by tetrabutylammonium 
bromide resulted in the formation of metal nanoparticles and their deposition 
on cathodes made of either platinum or aluminum. Figure 2.2 illustrates this 
process. On a platinum cathode, spherical silver nanoparticles were deposited. 
The deposition on an aluminum cathode produced films. An analysis of optical 
spectra of nanoparticles in the course of their synthesis made it possible to con-
clude that this process involves an autocatalytic stage. Moreover, it was shown 
that the half-width of a peak corresponding to the surface plasmon of a particle 
depends linearly on 1/R (R is the particle radius) and the plasmon band shifts 
to lower frequencies with a decrease in the particle size. Modern problems of 
nanoelectrochemistry were surveyed in Ref. 15.

Organic solvents are preferred for the preparation of nanoparticles. They 
perform stabilizing functions. Such solvents or surfactants play a key role in 
the synthesis of nanoparticles. They are bound to the surface of growing nano-
crystals via polar groups, form complexes with species in solutions, and control 
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their chemical reactivity and diffusion to the surface of a growing particle. All 
the mentioned processes depend on the temperature, the surface energy of a 
nanocrystal, concentration of free particles in solution and their sizes, and the 
surface-to-volume ratio of a particle.

It is possible to exercise control over the formation of different-size par-
ticles by regulating the dependencies mentioned above. Recently, these princi-
ples were applied for synthesizing various nanoparticles with relatively narrow 
size distributions, e.g. oxides such as Fe2O3

16 and MnFe2O4,17 metal alloys 
such as CoPt3,18,19 and semiconductors such as CdS and CdTe,20 InAs and 
InP,21 and Ge.22

At present, attention is drawn to anisotropic properties and chemical reac-
tivity of different facets of nanocrystals, which have different atomic densi-
ties, polarity, and number of dangling bonds. The efforts of scientists have 
also focused on synthesizing particles of different shapes. Shape-controlled 
growth has been demonstrated for titanium dioxide,23 cobalt,24 nickel,25 
CdTe,26 and ZnTe.27

Recently, progress in synthesizing various core–shell structures was 
observed. Such structures were described for the systems CdSe/CdS,28 CdTe/
CdSe and CDSe/ZnTe,29 FePt/Fe3O4,30 Pt/Co,31 and Ag/Co.32

In many cases, the core–shell structures are formed as symmetrical systems; 
however, it is also possible to grow one material in an asymmetric fashion onto 
another one. Such heterostructures were demonstrated for CdSe–CdS systems 
containing spherical CdSe cores and rod-like CdS shells.33 Of great promise 
are also heterodimers that combine several properties such as fluorescence and 

FIGURE 2.2 Illustration of competition of two processes:55 (1) formation of silver particles, (2) 
deposition of particles and film formation.
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magnetic behavior in one material. CdS–FePt particles measuring 7 nm pertain 
to such systems.34 Furthermore, a gold deposit could be grown on the ends of 
nanosize CdSe tetrapods.35 Preparation of metal and metal-oxide nanoparticles 
is considered in detail in reviews.36,37

Stabilization processes accompany the preparation of different nanoparti-
cles. To prevent aggregation, active particles should not be allowed to contact 
one another. This is achieved by either the presence of like charges or by steric 
repulsion of hydrophobic chains of the stabilizer.

2.2 REACTIONS IN MICELLES, EMULSIONS, 
AND DENDRIMERS

Synthesis of metal nanoparticles and their compounds involves using micelles, 
emulsions, and dendrimers as a sort of nanoreactors that allow synthesizing par-
ticles of definite sizes. Nanoparticles of crystalline bismuth measuring less than 
10 nm were obtained by the reduction of aqueous solutions of bismuth salts. 
This process took place inside inverse micelles based on sodium diisooctylsul-
fosuccinate (conventional designation AOT).38 Mixing of an isooctane solution 
of AOT with a definite amount of aqueous solution of BiOClO4 led to the forma-
tion of inverse micelles. A micellar solution of NaBH4 was prepared in the same 
fashion with the same ratio w = [H2O]/[AOT]. Both solutions were mixed under 
an argon atmosphere. Bismuth particles precipitated upon mixing and aging of 
the resulting mixture for several hours at room temperature. The liquid phase 
was separated in vacuum, and the dry deposit was dispersed in toluene. A dark 
solution thus obtained contained, according to powder X-ray diffraction (XRD) 
and scanning tunneling microscopy (STM) tests, bismuth particles measuring 
3.2 ± 0.35 nm for w = 2 and 6.9 ± 2.2 nm for w = 3. Antioxidation protection of 
crystalline particles by polymers increased the particle size to 20 nm.39

Reduction of rhodium salts in water in the presence of an amphiphilic 
 block-copolymer styrene–ethylene oxide and an anionic surfactant, e.g., sodium 
dodecylsulfate, produced rhodium particles with diameters in the range of 2–3 nm 
stabilized by the block-copolymer.40 Luminescent nanomaterials based on yttrium 
oxide doped with europium were synthesized by employing nonionic- inversed 
microemulsions based on polyethylene oxide and other ethers.41

At present, the active search for macromolecules that can serve as matri-
ces in synthesizing nanoparticles is in progress. In such methods, the stabilizer 
molecules interact with surfaces of metal particles thus affecting their growth. 
For example, reduction of bivalent copper in the presence of poly-N-vinylpyr-
rolidone produced particles with diameters of 7 ± 1.5 nm at a temperature of 
11 °C and 102 nm at 30 °C.42 Interesting results were obtained when studying 
the temperature dependence of the stability of already formed nanoparticles. 
Heating of copper particles formed at 11 °C up to 30 °C resulted in the loss of 
protective properties of their polymeric coatings, which enhanced aggregation 
and accelerated oxidation of metal particles. An opposite result was achieved 
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by cooling a system formed at 30 °C up to 11 °C. In the latter case, the particles 
did not aggregate, their sizes remained unchanged, and their resistance to oxi-
dation increased. Competition of different temperature-dependent processes is 
reflected not only in the stability of particles but also in their size distribution.

An original method of utilizing high-pressure polyethylene for stabilization 
of metal nanoparticles has been proposed.43 Polyethylene has voids capable of 
stabilizing nanoparticles. The accessibility of voids is enhanced by the disper-
sion of the polymer in heated hydrocarbon oil. Oil molecules penetrate into 
polymeric globules making them more accessible for metal-containing com-
pounds. Thermal destruction of the latter yields metal particles. This method 
allows powders of metal-containing polymers to be obtained. The metal con-
centration and nanoparticle composition can be changed in a wide range. The 
usage of polymers as nanoreactors has been analyzed in Ref. 44.

In recent years, much attention was drawn to monodispersed colloidal parti-
cles of polymeric materials due to their potential applications in biosensors,45,46 
nanophotonics,47 colloidal lithography,48 and as porous membranes49 and seed 
particles for core–shell and hollow structures.50 Polystyrene-based colloidal 
particles arrayed in porous structures were synthesized.51,52

Molecularly imprinted polymers have attracted attention as receptors for 
recognition of biomolecules.53,54 A method of preparation of monodispersed 
polypyrrole nanowires with 100 nm diameter, which was based on using nano-
porous alumina membranes and silica nanotubes as the templates, was devel-
oped. Alumina membranes were removed by dissolution in diluted phosphoric 
acid, while silica nanotubes were dissolved in HF solution.55

Photochemical reduction of Ag+ ions in the presence of dendrimers with 
terminal amino or carboxy groups produced silver particles with an average 
diameter of ~7 nm.56 A possible mechanism of particle formation is as follows:

Ag [dendrimer]-COO →
hv

Ag0 [dendrimer]-COO → [dendrimer] CO2

Ag [dendrimer]-NH2 →
hv

Ag0 [dendrimer]-NH2

It is possible to control the particle size by altering the nature of dendrimers. 
Currently, for stabilization of metal nanoparticles, dendrimers based on poly-
amidoamines and their different modifications are used. A dendrimer represents 
a highly branched macromolecule, which that includes a central nucleus, inter-
mediate repetitive units, and terminal functional groups.57 Dendrimers present a 
new type of macromolecules which that combine the high molecular mass and 
low viscosity of their solutions, a three-dimensional molecular shape, and the 
presence of a spatial structure. The size of dendrimers varies from 2 to 15 nm, 
and they represent natural nanoreactors. Dendrimers with small numbers of 
intermediate units exist in the “open” form, whereas those involving many units 
form spherical three-dimensional structures. Terminal groups of dendrimers can 
be modified with hydroxy, carboxy, and hydrocarboxy groups.
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An example of using dendrimers as microreactors for synthesizing metal 
nanoparticles is shown in Ref. 58. Monodispersed spherical polyamidoamine 
dendrimers are permeable for low-molecular-weight reactants. Thus, an addi-
tion of HAuCl4 to an aqueous solution of a dendrimer with primary and ternary 
amino groups results in the appearance of a protonated dendrimer with as the 
counter-ion. Reduction of anions by sodium borohydride produced 1–5 nm gold 
particles. By varying either the concentration ratio (D) of counter-ions to termi-
nal amino groups or the diameter (generation) of the dendrimer, one can control 
the particle size. Reduction of gold ions in a dendrimer of the ninth generation 
(G.9) yielded spherical gold particles measuring 2.5, 3.3, and 4 nm for D = 1:4, 
1:2, and 1:1, respectively. For D = 1:1, gold particles measuring 2, 2.5, and 4 nm 
were formed in G.6, G.7, and G.9 dendrimers, respectively. Reduction of gold 
and silver salts in the presence of modified dendrimers produced particles with 
an average diameter of 2–6 nm. A spectroscopic study has revealed the autocata-
lytic mechanism of this reaction.59

The interaction of a fourth-generation dendrimer N3P3-(((OC6H4CHNN(CH3)
P(S)(OC6H4CHNN(CH3)COCH2CH2CH2SH)2)2)2)6 with Au55(PPh3)12Cl6 in 
dichloromethane yielded ligand-free clusters Au55 with a diameter of 1.4 nm, 
which were organized in well-shaped microcrystals (Au55)x.60 The stability of 
an unligated Au55 cluster can be attributed to the perfect packing and geometry 
of full-shell clusters, as was demonstrated by treating ligand-free Au55 clusters 
in an oxygen plasma without any visible oxidation.

Dendrimers of different generations with various terminal functional groups 
proved to be suitable templates for synthesizing mono- and bimetallic particles of 
small sizes. Different poly(amidoamines) were most popular as dendrimers. With 
these dendrimers, 1–3 nm gold nanoparticles were synthesized.61,62 A large volume 
of results were reported on the preparation of palladium nanoparticles and their 
use in various catalytic processes. Size-selective hydrogenation of α-olefins and 
polar olefins on palladium nanoparticles was considered in detail.63,64 Synthesis, 
properties, and surface immobilization of palladium and platinum nanoparticles 
with average sizes of 1.5 nm and 1.4 nm incorporated into a poly(amidoamine) 
dendrimer (G4-NH2) with terminal amino groups were analyzed.65

In recent years, dendrimers were actively used for preparation of different 
bimetallic nanoparticles measuring several nanometers. Moreover, if metal salts 
were simultaneously added to a dendrimer before the reduction of the latter 
with sodium borohydride, their alloy was synthesized. Sequential addition of 
metal salts gave rise to various core–shell nanoparticles. Using the example of 
bimetallic Pd–Pt particles, it was shown that the size of dendrimer-encapsulated 
particles depends on the metal–dendrimer and metal–metal ratios.66 Bimetallic 
Pd–Rh particles incorporated into a fourth-generation dendrimer were used for 
partial hydrogenation of 1,3-cyclooctadiene.67

Bimetallic particles based on gold and silver were studied most comprehen-
sively. These materials exhibited different optical properties, which depended on 
the percentage of elements in the composition and their geometrical organization. 
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The fact that either alloys of random compositions or core–shell structures could 
be formed deserves attention. The formation and properties of Au–Ag alloy par-
ticles with sizes less than 10 nm68 and their structure as a function of their size69 
were discussed.

DNA-modified core–shell Ag–Au nanoparticles were synthesized by using 
tyrosine as a pH-dependent reducing agent.70,71 It was shown that core–shell 
bimetallic Pd–Au particles can be obtained by selective reduction of the shell 
metal immediately on the core of the first metal by mild reducing agents such as 
ascorbic acid.72 In a similar way, Pd–Pt particles measuring 1.9 ± 0.4 nm were 
synthesized.73 Both types of bimetallic particles exhibited high catalytic activ-
ity as compared with mixtures of corresponding monometallic particles toward 
hydrogenation of allyl alcohol.

To determine the chemical properties of mono- and bimetallic particles mea-
suring ~2 nm more accurately, a method of extraction of particles from the den-
drimer into the organic phase by n-alkanethiols was developed.74–76

Dendrimers were actively used for preparation of various core–shell bime-
tallic particles measuring 1–3 nm. Based on dendrimeters as the templates, 
core–shell particles of PdPt with a size of 1.9 ± 0.4 nm114 and PdAu measur-
ing 1–3 nm113 were synthesized. PdRh particles were also prepared and used 
in catalytic hydrogenation of 1,3-cyclooctadiene.108 PdPt and PdAu particles 
displayed higher activity in hydrogenation of allyl alcohol as compared with 
individual metals. Different types of AuAg particles with sizes from 1 to 3 nm 
were synthesized.77

Dendrimers were used for synthesizing supported nanoparticles of plati-
num,78 palladium, and gold79 measuring 1–2 nm, and also CuO80 and Fe2O3.81 
In some cases, enhanced catalytic activity was observed.

It was shown that dendrimers with encapsulated nanoparticles can be used 
as precursors in preparation of heterogeneous bimetallic catalysts Pt–Au mea-
suring less than 3 nm.82 The preparation of a fourth-generation dendrimer with 
terminal amino groups and encapsulated palladium and gold nanoparticles 
G4-NH2(Pd27.5Au27.5) measuring 1.8 ± 0.4 nm was described. The synthesis 
was carried out in a methanol solution and involved the reduction of K2PtCl4 
and HAuCl4 with NaBH4.83 Then, the dendrimer with encapsulated bimetallic 
nanoparticles was deposited on TiO2 powder. To remove dendrimer, the powder 
was annealed at 500 °C first in oxygen flow and then in hydrogen flow. Par-
ticles deposited on titanium dioxide had an average size from 1.8 to 3.2 nm and 
contained 48 ± 3% Pd and 52 ± 3% Au, which corresponded to the equimolar 
reagent ratio in the initial mixture. Titanium dioxide with deposited bimetallic 
particles was used in catalytic oxidation of carbon monoxide. This catalytic sys-
tem exhibited a synergetic catalytic effect and had higher activity as compared 
with individual palladium and gold.

A reaction of terminal amino groups of poly(amidoamine), a fourth-genera-
tion dendrimer, with tert-thiophene dendrons was accomplished.84 The synthe-
sized compound was used for stabilization of palladium and gold nanoparticles.
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Syntheses in porous structures closely supplement the methods that employ 
micelles and dendrimers for synthesizing nanoparticles. The prospects of using 
mesopores for preparation of different nanosize materials were discussed.41,85 
Nanoparticles of silver and silver sulfide were obtained in nanosize voids of perfluo-
rinated ionomeric membranes.86 Reduction of metal ions in the presence of amino-
dextran and styrene resulted in the formation of spherical polystyrene particles with 
diameters of 2.0 µm covered with gold and silver islets measuring 5 to 200 nm.87

At present, porous inorganic materials like zeolites are actively used for 
the formation of metal nanoparticles. Solid zeolites with pores and channels of 
strictly definite sizes represent convenient matrices for stabilization of nanopar-
ticles with desired properties. Two basic methods are used for fabricating 
nanoparticles in zeolite pores. The first method is associated with direct adsorp-
tion of metal vapors in thoroughly dehydrated zeolite pores.41,88 The other, more 
popular method involves chemical transformations of precursors incorporated 
into pores and representing metal salts, metal complexes, and organometallic 
compounds. A similar method allowed nanowires with 3 nm diameters and with 
a length several times greater to be fabricated in the channels of molecular sieves.

The high thermal and chemical stability of zeolites with incorporated 
nanoparticles makes it possible to consider them as the most promising catalysts.

Nanoporous metal oxides also can find wide application as heterogeneous 
catalysts. Recently, a synthesis of mesoporous magnesium oxide with a peri-
odically ordered pore system and a narrow-pore-size distribution was proposed. 
The system retained its structure during repeated heating up to 800 °C.89 The 
synthesis of highly porous uranyl selenate nanotubes was also described.90

Mesoporous silica was proposed for use in the preparation of functional 
polymer–silica composite hybrid materials.91 Various monomers of the vinyl 
series (styrene, metacrylic acid, etc.), binders such as divinylbenzene, and ini-
tiators of radical polymerization were adsorbed on the walls of silica pores with 
a diameter of 7.7 nm and were polymerized. Polymerization occurred on the 
walls and decreased the pore diameter to 6.9 nm. A synthesized material synthe-
sized based on styrene was sulfonated by concentrated sulfuric acid and used as 
the acid catalyst in esterification of benzyl alcohol with hexanoic acid, which 
confirmed its high selectivity.

In addition to inorganic porous materials, organic and, particularly, poly-
meric porous materials were synthesized. A method of preparation of thermo-
stable polymers with pores measuring from 1 to 50 nm was developed based 
on incorporating inert solvents such as tetrahydrofuran and using a step-wise 
cross-linked polymerization in the absence of interphase separation.92,93

2.3 PHOTOCHEMICAL AND RADIATION-CHEMICAL 
REDUCTIONS

Synthesis of metal nanoparticles influencing the chemical system by high ener-
gies is associated with the generation of highly active strong reducers like elec-
trons, radicals, and excited species.
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Photochemical (photolysis) and radiation-chemical (radiolysis) reductions 
differ in energy. Photosynthesis is characterized by energies below ~60 eV, 
whereas radiolysis uses energies of 103–104 eV. The main peculiarities of pro-
cesses occurring under the action of high-energy radiation concern the nonequi-
librium energy distributions of particles, the overlap of characteristic times of 
physical and chemical processes, which is of prime importance for chemical 
reactions of active species, and the presence of multichannel and nonsteady-
state processes in the reacting systems.94

Photochemical and radiation-chemical reduction methods have advantages over 
the chemical reduction method. Owing to the absence of impurities formed when 
chemical reducers are used, the former methods produce nanoparticles of high 
purity. Moreover, photochemical and radiation-chemical reductions make it pos-
sible to produce nanoparticles under solid-state conditions and at low temperatures.

Photochemical reduction in solution is employed most frequently for syn-
thesizing particles of noble metals. Such particles were obtained from solutions 
of corresponding salts in water, alcohols, and organic solvents. In these media, 
under the action of light, the following active species are formed:

 H2O → e −
aq + H + OH  

By reacting with alcohols, a hydrogen atom and a hydroxyl radical produce 
an alcohol radical:

 H(OH) + (CH3)2CHOH → H2O(H2) + (CH3)2COH 

A solvated electron interacts with, e.g., a silver atom, reducing the latter to 
metal:

 Ag + + e −
aq → Ag0

 

In the course of photoreduction, in the initial period of photolysis, the UV 
absorption spectrum reveals bands at 277 and 430 nm, which correspond to 
clusters and silver nanoparticles measuring 2–3 nm, respectively.95 With the 
increase in photolysis time, the absorption- band maximum can shift to both 
short and long wavelengths. The short-wave shift points to the decrease in the 
average size of silver particles, whereas the long-wave shift corresponds to the 
presence of aggregation processes.

Photoreduction gives rise to light-induced formation of not only nanoparticles 
of definite sizes but also of greater aggregates. The effect of light was studied by 
the example of gold particles in acetone, ethanol, and isopropanol.96–98 Illumina-
tion with a mercury lamp light led to broadening and disappearance of a band of 
gold surface plasmon at 523 nm. As a result, the band at 270 nm became more 
intense, and a new band appeared at 840 nm. The authors associated the shift of the 
plasmon band with the dipole–dipole interaction of particles in aggregates. Upon 
20-h photolysis, complete precipitation of gold particles was observed. The aggre-
gation rate was shown to depend on the nature of solvent and the light wavelength. 
The UV radiation effect is stronger as compared with that of visible light. The 
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effect of light wavelength was associated with the strengthening of van der Waals 
forces and light-generated changes in the Coulomb interaction of surface charges.

Light-stimulated aggregation of silver particles was studied.99,100 The aggre-
gation mechanism was attributed to the appearance of light-generated par-
ticles with opposite charges. The appearance of such particles was caused by 
the exchange of electric charges formed as a result of photoemission. Such an 
exchange, being associated with the dependence of Fermi energy on the particle 
size, operates through a dispersed medium and results in leveling of potentials 
of different-size particles. The exchange gives rise to long-range electric forces, 
which that favor the approach of particles to one another up to the distances at 
which van der Waals forces responsible for aggregation appear.

Photoreduction of silver nitrate in the presence of polycarboxylic acids 
allowed the methods of controlling the shape and size of particles to be devel-
oped. Spherical and rod-like silver particles were obtained.101

Synthesis of silver nanoparticles in nanoemulsions by radiation reduction 
was described.102,103 The authors managed to narrow the size distribution of 
particles by using the exchange of substance between microemulsion droplets.

Due to its availability and reproducibility, the radiation-chemical reduction 
for synthesizing nanoparticles progressively gains wide acceptance. In the liquid 
phase, the stages associated with spatial distribution of primary intermediate 
products play a key role in the production of metal nanoparticles. In contrast to 
photolysis, the distribution of radiolysis-generated intermediate particles is more 
uniform, which allows particles with narrower size distributions to be obtained.

The method of pulsed radiolysis made it possible to synthesize active par-
ticles of metals in unusual oxidation degrees.104 The reaction with a hydrated 
electron ,whichthat has a high reduction potential, proceeds as follows:

 Mn + + e −
aq → M(n − 1) +

 

The presence of a single electron in the outer orbital of an atom or a metal ion 
determines their high chemical reactivity. Lifetimes of such species in water run 
to several micro- or milliseconds. The optical properties of such metal particles 
are defined by their reduction potentials. For instance, in isoelectric series of 
metals with similar electronic configurations, the ionization potential increases 
with an increase in the metal-ion charge.104 Moreover, the wavelength corre-
sponding to the maximum of light absorption shifts to the short- wavelength 
region. Whereas silver and gold atoms that are in the beginning of the period 
exhibit reductive properties, their isoelectron analogs in the end of the period, 
viz., trivalent tin and lead, are strong oxidants. Within the same subgroup, the 
potential of isocharged ions increase with the increase in the period number.

In the course of radiation-chemical reduction, first, atoms and small metal 
clusters are formed, which is followed by their transformation into nanoparti-
cles. For their stabilization, additives similar to those used in chemical reduction 
were introduced. The joint use of pulsed γ-radiolysis and spectrophotometry 
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allowed studying the initial stages of the formation of the metal particles that 
represented the simplest type of charged clusters such as and . Further inter-
action of clusters, the mechanism of which is still unclear, produced metal 
nanoparticles. Steady-state and pulsed radiolysis techniques allowed quite a 
number of nanoparticles of various metals to be obtained.105,106

The methods for synthesizing bimetallic and trimetallic metal nanopar-
ticles with the core–shell structure, which employ radiolysis, were developed. 
Nanoparticles that consist of two or more different metals are of special inter-
est in view of developing materials with new properties, because on the nano-
level, one can obtain such intermetallic compounds and alloys that can never be 
formed as compact metals.

Radiation reduction of salt solutions produced nanoparticles, which that 
comprised two107 or three108 metals. Au–Hg particles were synthesized in two 
steps. First, gold particles measuring 46 nm were synthesized by radiation-
chemical reduction. Then, Hg(ClO4)2 and isopropanol were added to the gold 
sol, which resulted in deposition of mercury ions on gold particles, after which 
mercury ions were reduced by free radicals formed during radiolysis.

Palladium particles with 4 nm diameters and a narrow size distribution were 
obtained by the reduction of Na2PdCl4 salt in the presence of sodium citrate as 
a stabilizer. The addition of K2Au(CN)2 to a sol of palladium particles in metha-
nol and their γ-irradiation resulted in the reduction of gold ions. In the process, 
no separate Au gold particles were formed, and all gold was deposited on pal-
ladium particles to form an external layer. Moreover, a silver layer could also 
be deposited onto Pd–Au particles. Synthesized particles consisted of palladium 
cores and two shells, namely gold and silver. Such multiplayer clusters are of 
interest for studying femtosecond electronic processes.109,110

Silicates modified by organic compounds and used as matrices and stabiliz-
ers allowed single-step syntheses of sols, gels, and bimetallic nanoparticles to be 
performed.111 STM studies of Pt–Pd particles have shown that they consist of pal-
ladium cores coated with platinum shells. Thin silicate films containing bimetallic 
nanoparticles were used in electrocatalytic oxidation of ascorbic acid. The latter 
example shows that the presence of two metals can strongly and often unpredict-
ably change the properties of nanoparticles. A second metal deposited on a stan-
dard metallic catalyst allows unique surfaces with new properties to be obtained.

To obtain bimetallic gold–palladium nanoparticles, a sonochemical method 
was applied.112 The particles were synthesized from aqueous solutions of 
NaAuCl4·2H2O and PdCl2·2NaCl·3H2O in the presence of sodium dodecylsulfate, 
which served as both stabilizer and reducer. The synthesized bimetallic particles 
synthesized represented cores of gold atoms surrounded by shells of palladium 
atoms. The dimensions of cores and shells for different gold-to-palladium ratios 
were measured by means of high-resolution electron microscopy. X-ray spectros-
copy allowed determination of gold and palladium contents in the particles. Given 
the density, mass, and initial ratios, it is possible to estimate the sizes of cores and 
shells. Table 2.1 compares experimental and calculated data. As seen from the table, 
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the sonochemical synthesis of bimetallic particles allows one to exercise control 
over sizes of cores and shells by changing the concentrations of Au3+ and Pd2+. 
Bimetallic Au–Pd particles exhibited strong catalytic activity toward hydrogenation 
of pent-4-enic acid.

A comparative study of Au, Ni, and bimetallic Au–Ni nanoparticles sup-
ported by amorphous carbon, which were fabricated by laser evaporation of 
the corresponding pure metals and the alloy, was carried out.113 Studies per-
formed by different techniques have shown that the particles had a diameter 
of 2.5 nm and narrow size distribution; the composition of bimetallic particles 
corresponded to that of the original alloy.

Fe–TiH particles were obtained by mechanosynthesis from a mixture of 
iron with titanium hydride.114 Nanosize compositions of iron–tungsten with 
a tungsten content of 2–85 at.% were synthesized by the joint reduction of 
a mechanical mixture of iron hydroxide (FeOOH·nH2O) and tungstic acid 
(H2WO4) in the course of its 1-h exposure to a hydrogen flow at 740 °C. The 
particles obtained were studied using XRD and Mössbauer spectroscopy 
 techniques.115

Different versions of the sol–gel synthesis were classified with chemical 
methods of fabrication of oxide and sulfide nanoparticles.116 The scheme of 
synthesis of nanooxides of metals is as follows:

 M(OR)n + xH2O → M(OH)x(OR)n − x + xROH (hydrolysis) 

M(OH)x(OR)n − x → MO(n / 2) + (2x − n) / 2 ·H2O + (n − x)ROH (condensation)

where M is a metal and R an alkyl group. The process was catalyzed by the 
changes in the pH initial solution. In acidic media, linear chains were formed, 
whereas in alkaline solutions, branched chains appeared. By substituting the 
corresponding sulfides M(SR)n for alkoxides of metals and treating them with 
hydrosulfide, nanoparticles of metal sulfides could be obtained.

TABLE 2.1 Core (gold) Diameter and Shell (Palladium) Thickness in 
Bimetallic Au–Pd Particles, nm112

Au/Pd ratio

Experiment Calculations

Core 
diameter

Shell 
thickness

Core 
diameter

Shell 
thickness

1:1 6.0 1.0 6.4 0.8

1:4 5.0 1.5 4.8 1.6
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At present, new methods for synthesizing nanocrystalline oxide materi-
als, which apply different compounds in subcritical and supercritical states, 
are actively developed. Most widely used compounds are carbon dioxide and, 
recently, water.117–119 Nanoparticles of metal oxides were also obtained by 
changing their radius from the micron level to the nanolevel by dissolving them 
in electrolytes.120

A method of rapid expansion of supercritical solutions into a liquid sol-
vent was extensively used for preparation of nanosize particles of metals, 
semiconductors, and their conjugates with biomolecules.121 This method was 
used for synthesizing particles of average diameter less than ~50 nm from 
CO2-soluble polymers.122 Rapid expansion of supercritical solutions in liq-
uids was used for production of the finely divided nonsteroidal antiphlo-
gistic drugs Ibuprofen and Naproxen.123 The solution was rapidly expanded 
in water, poly(N-vinyl-2-pyrrolidone) with a molecular weight ~40,000 u, 
or sodium dodecylsulfate. In water, homogeneous particles of Ibuprofen (α-
methyl-4-(2-methylpropyl)benzoacetic acid) formed a suspension in 15 min. 
In polyvinylpyrrolidone,  Ibuprofen particles of an average diameter of 40 nm 
were stable for several days; in sodium dodecylsulfate, the particle size  
was 25 nm.

2.4 CRYOCHEMICAL SYNTHESIS

The high activity of metal atoms and small clusters in the absence of stabi-
lizers results in their aggregation to larger particles. The aggregation process 
proceeds without activation energy. Stabilization of active atoms of virtually all 
elements in the periodic table was realized at low (77 K) and superlow (4–10 K) 
temperatures by the method of matrix isolation.124 The essence of this method 
consists in using inert gases at superlow temperatures. Gases most generally 
employed as the matrices are argon and xenon. Vapors of metal atoms are con-
densed together with a large (usually thousandfold) excess of inert gas on a 
surface cooled to 4–12 K. The high dilution by an inert gas and the low tempera-
tures virtually rule out diffusion of metal atoms; thus, they are stabilized in the 
condensate. Physicochemical properties of such atoms are studied by various 
spectral and radiospectral techniques.125

For a chemical reaction to occur at low temperatures, the active particles 
stabilized in the condensate should be mobile. In principle, the matrix isola-
tion and chemical reactions are conflicting processes. The stabilization of active 
particles eliminates their reactions and, vice versa, the presence of a chemical 
reaction implies the absence of stabilization. When studying samples obtained 
by the matrix isolation method, their heating made it possible to realize quite 
a number of new and unusual chemical reactions between atoms and certain 
chemical substances, especially when introduced into low-temperature conden-
sates.
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In the general form, such transformations can be illustrated by the following 
scheme:

M M2 M3 M4

ML M2 L M3 L

ML2 M2 L2

M M M

L L L

M M

M

L L

1

2

Here M is a metal and L a chemical compound (ligand). This scheme shows 
consecutive and parallel competitive reactions. Direction 1 reflects processes of 
aggregation of metal atoms to give dimers, trimers, and nanoparticles; direction 
2 corresponds to interactions of atoms with ligands followed by the formation 
of complexes or organometallic compounds.

The processes in low-temperature condensates described by the above 
scheme are nonequilibrium and dependent on many factors, including the metal–
ligand ratio, the cooled-surface temperature, the condensation rate, the pressure 
of reagent vapors in the cryostat, and the rate of sample heating. The following 
factors affect most strongly the formation of nanoparticles during cryocondensa-
tion: the rate at which the atoms reach the cooled surface, the rate at which the 
atoms lose their excessive energy via the interaction with the condensate, and the 
rate of the removal of clusters from the zone of active condensation of atoms. 
Preparation of metal nanoparticles by co-condensation on cold surfaces allows 
introduction of various additives that can change the physicochemical properties 
of the system.

Certain peculiarities of synthesizing samples for cryochemical reactions 
involving atoms, clusters, and metal nanoparticles should be noted.

Metal atoms can be synthesized by various heating techniques. Alkali, 
alkali-earth, and certain other metals are easily evaporated. Their vapors can be 
obtained by direct heating. As a rule, heating is furnished by using a low-voltage 
(5 V) transformer, which provides high (up to 300 A) current densities. The inlet 
tubes are cooled. A metal sample to be vaporized may be shaped as a wire, spi-
ral, or ribbon. Highly conductive metals (Cu, Ag, and Au) are usually vaporized 
in Knudsen cells165 by direct or indirect heating. Given the temperature Tand 
the pressure P in the cell and the outlet hole dimensions, we can estimate the 
evaporation rate by using

 N5 P / (2pMRT)1 / 2 
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where N is the number of moles of substance evaporated in a second per cm2 
of the outlet hole area, Mthe molecular mass, and R the universal gas constant.

The numerical solution of equations that describe the temperature variations 
makes it possible to calculate the temperature profile in the Knudsen-cell chamber.  
Indirect heating provides a better temperature uniformity in the cell. The evapo-
ration temperature of a metal is determined by means of optical pyrometers. The 
condensate temperature is measured by thermocouples (copper–gold), solid-
state thermometers (GaAs diodes), capacitive low-temperature glass–ceramic 
transducers, and hydrogen and pentane thermometers, which operate based on 
the pressure–temperature dependence.

The control over the flows of gases or vapors is exerted by means of needle 
valves calibrated according to variations in the pressure drop in a vessel of known 
volume. The material for valves is chosen with allowance made for the properties 
of substances present and their possible corrosion. Different types of rheometers 
and Bernoulli pressure gauges are employed for measuring the pressure drop in a 
capillary through which the gas flows. The pressure drop is directly related to the 
flow velocity and is determined by means of pressure gauges. The flow veloci-
ties used in the method of matrix isolation fit approximately within an interval of 
0.1–0.01 mmol/h. For such deposition rates, the temperature of a surface on which 
a sample is condensed increases by fractions of a degree in several hours.

When studying the chemical reactions in low-temperature condensates, it is 
essential that no chemical reactions occur during the sample synthesis. Elimi-
nation of gas-phase reactions is achieved by using a molecular beam mode. As 
compared with the cryoreactor dimensions, the free path λ should be greater 
to avoid collisions and gas-phase reactions. The quantity λ is approximately 
related to the pressure by a relationship λ  =  K/p, where K is a constant. Below, 
the dependence of pressure on the free path is shown.

Pressure P 
(mmHg)

10−2 10−3 10−4 10−6

Free path λ (cm) 0.5 5 50 Several tens 
of meters

The use of a Knudsen cell requires taking into account the Knudsen number 
Kn = 2λ/R, where R is the characteristic size. Pressures of the order of magnitude 
of 10–3 mmHg are sufficient for λ >> R and Kn >> 1. For such a pressure and 
T = 300K, the transition of the flow from a continuous mode to a molecular one 
occurs when λ << R and Kn << 1.

The evaporation rate of particles from a Knudsen cell can be found from 
tabulated vapor pressure versus temperature dependences. The simplest way to 
determine the amount of evaporated metal is weighing the metal sample before 
and after the experiment. Optical techniques can be used if all evaporated sub-
stances fall in the vicinity of transmission and absorption bands of a sample. 
The quartz crystal microbalance technique is used for measuring the amount 
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of deposited metal. The operation of such microbalance is based on a linear 
dependence of the frequency of quartz-crystal oscillations on the deposit mass. 
Standard quartz crystals have a frequency of 5000 kHz, a diameter of 8 mm, 
and a thickness of 0.3 mm. Deposition of an additional mass shifts the reso-
nance frequency. The crystal sensitivity is 5 × 10−10 ng/Hz. The dependence of 
the resonance frequency f on the mass m is defined by the following equation:

 Δ f = fK Δm / S 

where Δf is the frequency shift, S is the surface area, and K  is a constant dependent 
on the thickness and density (2.65 g/cm3) of a quartz crystal. The crystal is fixed on 
a support together with two electrodes of a generator.  Resonance-frequency varia-
tions are recorded by a frequency meter, and the  balance is preliminarily calibrated.

More serious problems are seen during determining the amount of the 
ligand. Chemical substances have, depending on their nature, different accom-
modation coefficients which characterize the fraction of particles irreversibly 
adsorbed on the surface. For example, only 15% CO2 molecules are condensed 
upon the first collision.

Condensation of substances from the gas phase is accompanied by libera-
tion of latent heat of fusion, Lf, which is absorbed by a thermostat. This heat 
is ejected through the already deposited matrix layer. Thus, the latent heat of 
fusion and the thermal conductivity λ of the matrix material are important char-
acteristics. They determine the rate of matrix formation and the time the stabi-
lized particles take to aggregate.

The temperature difference between the surface and the base of the matrix 
layer can be assessed if one assumes the establishment of a steady state.124 The 
thickness l of a layer, which was deposited on a surface with an area S at a con-
densation rate n (mol/sec) in time t, is described by the expression

 l = nt/ρS 

 where ρ is the molar density of the substance. The rate of heat liberation is 
Q1 = nLf  cal/sec. Heat removed through the matrix layer is determined by the 
expression

 Q2 = Sλ(T − T0) / l 

 where λ is the thermal conductivity, and T and T0 are temperatures of the layer 
and support surfaces. At a steady state, Q1 = Q2 and

 nLf = Sλ(T − T0) / l 

Substituting the expression l = nt/ρS, we obtain

 T = T0 + Lfn
2t / λρS2
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Thus, the surface temperature increases linearly with time and by a qua-
dratic law with the increase in the substance deposition rate. The mobility of 
metal atoms in the condensate may also be influenced by the emission from a 
source at a temperature of 1000 °C and higher. Such an effect should be checked 
experimentally.

Several special cryoreactors were developed for cryochemical synthesis of 
atoms, clusters, and nanoparticles. Figure 2.3 illustrates a cryoreactor used for 
both matrix isolation and spectroscopic studies of active metals in the tempera-
ture interval 12–70 K. Figure 2.4 presents a scheme of a cryoreactor used for 
condensation at the liquid-nitrogen boiling point (77 K) and higher.

The main part of this unit represents a polished copper cube pre-cooled to 
77 K. Upon the deposition of substances under study, a sample is turned by 
180°, and IR reflectance spectra are measured. The cryoreactor makes it pos-
sible to obtain spectra at different temperatures and exercise precise control 
over the sample temperature. Salt and quartz windows fixed between hollow 
copper holders make it possible to obtain UV and optical transmission spectra. 
Special cryoreactors were designed for recording electron paramagnetic reso-
nance (EPR) spectra. The scheme of one of our cryoreactors for the preparation 
of thin film materials is presented in Figure 2.5.

As an example, we show a setup developed at Oxford University 
(Figure 2.6). One advantage of this setup is the possibility of synthesiz-
ing grams of substances in several hours of its operation. Such a setup 
was actively used for synthesizing rare-earth elements (REE) compounds. 
 Japanese scientists used a simpler approach.126 A ligand is evaporated and 
then condensed on the walls of a 1-l vessel cooled by liquid nitrogen. After 
being conditioned for 60 min, the condensate is slowly heated and analyzed. 
As a rule, this procedure allows new organic compounds to be obtained.127,128

A reactor shown in Figure 2.7 makes it possible to synthesize several milli-
grams of substance. The condensation of vapors of metals, ligands, and, if neces-
sary, stabilizers proceeds on the glass-vessel walls cooled by liquid nitrogen. At 
the end of the condensation, the sample is heated and accumulated at the vessel 
bottom, from where it can be gathered for further studies without breaking vac-
uum. Thus, various types of sols or organodispersions of metals were obtained. 
This cryostat was modified with the aim of obtaining systems containing nanopar-
ticles of two different metals. Similar but partially modernized reactors allowed 
metal vapors to be condensed into cold liquids at the bottom of a cryostat.

One advantage of such reactors is the relative simplicity of experiments. In 
similar reactors, by either simultaneous or successive condensation of vapors of 
metals and various ligands, quite a number of new organometallic compounds 
were synthesized.126 However, for cryoreactors described above, determining 
the reagent ratio is a difficult task, which is their drawback. A similar draw-
back is typical of the Green cryoreactor, which is widely used for cryosyntheses  
(Figure 2.8c and d)129 and, in principle, represents a sort of a rotor evaporator 
with a rotating flask immersed in a cold bath.
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An interesting cryochemical synthesis of composition materials was 
proposed in the early 1990s by Nanophase Technologies Corp. (USA).130 
Figure 2.9 illustrates the reactor scheme. Two metals are evaporated in vacuum 
and condensed on a pick-up finger cooled with liquid nitrogen. After a certain 
time, the condensate is scraped off with a special tool and accumulated at the 

FIGURE 2.3 Window-level cross section of a cryostat designed for a temperature range of 
12–70 K: (1) window with a formed sample, (2) quartz microbalance, (3) gas inlet, (4) external 
windows, and (5) evaporator of metal.

FIGURE 2.4 Cryostat for low-temperature IR spectroscopy at 77 K.
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reactor bottom. The condensate is pressed at low and high pressures to obtain 
a bimetallic vacuum-consolidated nanocomposite. The cryoreactor efficiency 
was only 50 g/h, but valuable materials obtained made this process economi-
cally attractive in the early 1990s.

Vacuum Metallurgical Co. Ltd. (Japan) has developed a semicommer-
cial unit for the low-temperature synthesis of nanoferromagnetic materials, 
isolated metal nanoparticles, and ceramic and film materials (Figure 2.10). 
This unit employed modern methods of nanoparticle stabilization such as 
surfactants and supersonics. It has two chambers, namely, for synthesizing 
and collecting nanoparticles and combines aerosol techniques with cryo-
chemistry.

The Japanese scientists proposed an interesting method that combines low 
temperatures with jet aerosol techniques.131 Figure 2.11 illustrates the scheme 
of an apparatus that can be used at different pressures. A helium flow carries 
metal nanoparticles away from heating chambers. In a setup with pressures 
above 0.5 kPa, an organic solvent (hexane) is added to the helium flow, and the 
mixture is condensed in a trap cooled with liquid nitrogen.

In another version, at pressures below 0.2 kPa, hexane vapors are added 
directly into the heating chamber, and the mixture is pumped past the surface 
cooled with liquid nitrogen. The samples obtained are defrosted in a nitrogen 
flow, which contains surfactants added for stabilization. The sizes of synthe-
sized silver and copper particles were equal to 3 mm and could be controlled by 
varying the pressure of helium supplied to the chambers.

1

2

3

4

N2(liq)

vacuum
FIGURE 2.5 Experimental setup scheme for low-temperature physical vapor deposition. (1) Liquid 
nitrogen-cooled substrate holder; (2) quartz microbalance; (3) substrate: glass, alumina; and (4)  
evaporating metal.
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The use of superfluid helium nanodroplets HeN (N = 102–105) opened up 
new possibilities in studying atoms, clusters, metastable molecules, and weakly 
bound complexes.132 Nanodroplets were prepared by supersonic expansion of 
helium gas at high pressures and low temperatures. Surface evaporation cooled 
the droplets and maintained the temperature inside them at T = 0.380 K. Mol-
ecules, clusters, and weakly bound complexes were synthesized immediately 
upon incorporation of their atoms or molecules into helium nanodroplets. By 
applying this method, clusters of sodium174 and silver134,135 were obtained. In 
contrast to other atoms and molecules, alkali metal atoms form weakly bound 
states due to the Coulomb repulsion between the electron shells of helium and 
the valence electrons of a metal. van der Waals metal clusters formed on the 

ligand 
vapour

alumina
insulator

cooling
water

copper
hearth

tungsten
filament

e-

0-10
kV

Turbomolecular
pump

product
drain

liquid
nitrogen

drain

ligand
vapour

metal
vapour

Š 10-3 mbar

pyrex bell jar

liquid nitrogen 
coolant bath

solvent inlet

Š 10-5 mbar 

FIGURE 2.6 Unit for preparative synthesis of organometallic compounds by cryocondensation.127



35Chapter | 2 Synthesis and Stabilization of Nanoparticles

FIGURE 2.7 Scheme of semipreparative reactor for cryochemical reactions: (1) glass reactor 
(0.1Pa), (2) quartz crucibles, (3) tungsten evaporators of metals, (4) ceramic tubes, (5) screening 
housing of metal evaporators, (6) inlet nozzle for organic component vapors, (7) Dewar vessel with 
liquid nitrogen, (8) glass ampoule with organic ligand, (9) thermostatically controlled bath, (10) 
Teflon valves, (11) collector of cryosynthesis products, (12) shutoff valves, (13) power supply units 
for evaporators of metal, (14) vacuum meter, and (15) vacuum line.

FIGURE 2.8 Scheme of reactors for preparative cryonanochemistry: (a) metal vapor conden-
sation on Dewar walls, (b) condensation of metal into cold liquids, and (c, d) rotating Green  
reactors.129



36 Nanochemistry

surface of nanodroplets were in the high-spin state with spins of all valence 
electrons parallel to one another. This phenomenon was studied by femtosecond 
multiphoton ionization spectroscopy. The observed effect of alternating of the 
intensity of peaks corresponding to different-size clusters was associated with 
peculiarities of the mechanism of spin relaxation.133

All methods that employ low temperatures and different versions of chemical 
vapor deposition (CVD) are discussed in Section 2.3.136  The latter method is widely 
used in practice for preparation and application of various anticorrosion coatings.

Currently, nanoparticles of ammonium nitrate, hexogen C3H6N3(NO2)3, 
and their mixtures are obtained by the method of low-temperature  
co- condensation.137 According to atomic force microscopy results, the mixture 
contained ammonium nitrate particles measuring 50 nm and hexogen particles 
measuring 100 nm. The authors65 did not specify how the properties of high-
energy systems changed with the particle size.

FIGURE 2.9 Scheme of a reactor for semipreparative synthesis of bulk composition materials.130



37Chapter | 2 Synthesis and Stabilization of Nanoparticles

When dealing with cryochemical and other methods of preparation of 
metal nanoparticles, scientists often come up with a problem that can be con-
ditionally named “macro–micro.” In essence, this problem is explained by a 
simple fact that dealing with samples, e.g., those prepared in reactors designed 
for spectral studies, we have particles of certain sizes and definite chemical 

FIGURE 2.10 Scheme of a preparative setup for synthesizing nanoparticles of metals and their oxides: 
(1) pumping, (2, 3) volumes for collecting particles, (4) conveyor belt, (5) cooler, (6) particles inlet tube, 
(7) inlet of organic solvent, (8) evaporator, (9) vacuum chamber, (10) inlet of inert gas, (11) surfactant 
inlet, (12) ultrasonic mixer, (13) induction heating coil, and (14) power supply unit of induction heater.

FIGURE 2.11 Scheme of an aerosol unit which that combines the jet and cryochemical methods:131 
(1) at P., 0.5 KPa, and (2) at P., 0.2 KPa.
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reactions. However, attempts to reproduce the results by using larger amounts 
of substances often yield particles of different sizes and different chemical 
reactions. Naturally, opposite situations occur, when an experiment carried out 
at the macrolevel cannot be reproduced at the nanolevel. To resolve this con-
tradiction is one of the challenging problems of chemistry and nanochemistry 
in particular.

2.5 PHYSICAL METHODS

There are many different physical methods for the preparation of metal nanoparti-
cles. Among the major methods is the process based on combining metal evapora-
tion into an inert gas flow with subsequent condensation in a chamber maintained 
at a certain temperature. Various versions of this method were analyzed in detail.66 
Physical methods of fabrication of nanoparticles traditionally involve those which 
that employ low-temperature plasma, molecular beams, gas evaporation,138 cath-
ode sputtering, shock waves, electroexplosion,139 laser-induced electrodisper-
sion,140 supersonic jets, and different versions of mechanical dispersion.

Detailed descriptions of each method listed above are given elsewhere. 
Here, we only show only the schemes of several units proposed in the end of 
the 20th twentieth century for producing nanoparticles by means of different 
physical methods.

Figure 2.12 shows an original setup for preparation of highly porous 
nanoparticles of metals.141 Operation of this setup is based on a closed gas 
cycle; particles of metals, e.g., silver, are deposited onto a filter, from which 

FIGURE 2.12 Scheme of a setup for continuous production of highly porous metals as a result of 
aggregation of metal nanoparticles.141
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they are shaken off by gas pulses. This makes it possible to perform a virtually 
continuous process and obtain sufficiently large porous particles as a result of 
aggregation of nanoparticles.

Figure 2.13 shows a setup for plasma jet synthesis of metal–polymer com-
positions.142 The setup has separate zones for plasma-induced preparation of 
nanoparticles and for coating them with monomers. Precursors of chlorides, 
carbonyls, and organometallic compounds are introduced into the discharge 
zone together with helium. The formed particles carry a charge that prevents 
them from collisions and the formation of clusters. This unit allowed polymer-
coated particles of metal oxides, nitrides, sulfides, and carbides, measuring 
5–20 nm, to be prepared.

Setups that employ laser evaporation for applying coatings on various parti-
cles and a hybrid combustion/chemical deposition procedure were developed.143 
Figure 2.14 illustrates one of such setups. A mixture of hydrogen and oxygen 

FIGURE 2.13 Unit for continuous production of nanoparticles encapsulated in polymers.142

FIGURE 2.14 Scheme of a unit, that which combines the processes of combustion and chemical 
condensation in vacuum.143
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serves as a flame source. In the synthesis of titanium oxide, titanium tetraethox-
ide was used as the precursor. Particles of TiO2 formed were carried away from 
the formation zone with a helium flow to form a powder (20–70 nm) deposit on 
a cooled surface.

Three additional techniques also deserve mention.
The Pulsed Cluster Beam (PCB) utilizes a laser pulse to vaporize any 

desired element. The vapor plume is ejected into a flow tube where a pulse of 
cold helium (He) is simultaneously injected. This supersonic beam of atoms/
inert gas finds itself in a relatively high pressure of the inert gas. The atoms 
begin to aggregate and are cooled to about 1–20 K as they form.144–146

The cluster growth can be moderated by He pressure, flow rate, and laser 
pulse power. The flowing clusters and inert gas enter a skimmer where a small 
amount is differentially pumped so that a portion is led into a chamber where 
the clusters are ionized by a second laser and then mass analyzed.

In more elaborate setups, certain ionized clusters can be magnetically sepa-
rated and held in a vacuum cell for subsequent further study.

Figure 2.15 shows a schematic cross section of an improved, miniaturized 
version of the CB apparatus, especially constructed for generation of cluster 
ions that can be trapped and studied by Fourier transform-ion cyclotron reso-
nance (FT-ICR). The laser target rod is rotated and translated under computer 

FIGURE 2.15 Pulsed cluster beam apparatus for production of gas-phase clusters.144–146,157
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control so that fresh surface is always available for vaporization. The vapor-
ization laser (second harmonic of a Nd–YAG, 10–30 mJ/pulse, 5 nsec pulse 
length focused on a 0.07-cm diameter spot) is fired on the leading edge of the 
rising carrier gas pulse. This allows the vapor plume to expand unimpeded 
for a short while before it is entrained in the rising density of the carrier gas 
pulse.

Operating with a He backing pressure of 10 atm, the pulsed valve is capable 
of putting out 0.05 Torr liter in a 125 µsec pulse. In a 3-liter chamber, such a fast 
pulse temporarily raises the pressure to 2 × 10−2 Torr.

In this design, the “waiting room” is the zone in the nozzle where clusters 
are formed and thermalized. The main flow of the carrier gas then passes 
through a 2.0-cm-long conical expansion zone. The gas can then undergo a free 
supersonic expansion with the central 0.2-cm diameter section of the jet being 
skimmed by about 8.4 cm downstream. After passing through the skimmer,  
the clusters can be ionized by a second laser and trapped or directly analyzed 
by MS.

Continuous Flow Cluster Beam (CFCB). A variation on this theme due to 
Riley and co-workers147,148 utilizes a continuous flow of He or Ar. This appara-
tus allows more control of pressure and temperature and thus more meaningful 
kinetic analyses. The main disadvantage is the need for large pumping capacity 
in order to move the large volume of He gas rapidly enough.

A cross section of the central part of the apparatus is shown in Figure 2.16. 
An aluminum block with three inserting channels allows a pulsed laser beam 
to hit the sample rod ejecting vapor into the continuous main flow. (The target 
rod is continually rotated and translated automatically so that a fresh surface is 
available as vaporization continues.) The ejected vapor is rapidly cooled and 
nucleation and cluster growth occurs quickly. (An additional flow of gas over 
the laser window is needed to prevent metal film formation on the window.)

FIGURE 2.16 Continuous flow cluster beam aparatus.148,157
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Reagent gas can be let into the metal cluster/carrier gas mixture through four 
inlets equally spaced down the circumference of the main channel. Any reaction that 
is taking place downstream of these inlets is quenched where the mixture expands 
into vacuum through a 0.1-cm diameter nozzle at the end of the main channels.

A portion of the expanded sample is collected by a skimmer, and this passes 
through several states of differential pumping to arrive at a time-of-flight mass 
spectrometer (40 cm downstream from nozzle). Ionization of a portion of the 
sample is achieved by a second-pulsed laser.

The vaporization laser used is a XeCl excimer typically operating with a 
pulse energy of 50 mJ and a repetition rate of 20 Hz. Carrier gas flows used were 
500 std cm3/min (sccm) He in the main channel, yielding a pressure of about 
30 Torr in the reaction zone. The reagents are usually added as 1–10% diluted in 
He or as pure gases. Flows ranged from 5 to 310 sccm. Thus, partial pressures 
of reagent gases were varied from 3 µm to 12 Torr. Flow velocities were typi-
cally 5 × 103 cm/sec. Total pressure of cluster species were small, about 0.01 to 
0.1 µm. The ionization laser was a collimated ArF excimer laser, and fluence 
was kept low (< mJ/pulse).

Gas-phase aerosol synthesis techniques offer an attractive route for the 
production of particulates as precursors for ceramic materials. One such method, 
aerosol spray pyrolysis, has seen considerable effort in recent years.149–152 This 
method, simple in concept, involves dissolution of precursor salts, nebuliz-
ing the solution, drying and reacting the droplets in a heated reactor, and then 
collection of the particles. The technique has a number of positive attributes. 
Relatively pure particles in the submicrometer range can be produced. A wide 
range of chemical compositions can be created, including complex, multicom-
ponent systems. Each droplet acts as a microreactor in which the constituents 
are mixed in the atomic level; hence, particle homogeneity is expected. The 
method has the potential for continuous creation of particles in one step.

Two major disadvantages of aerosol spray pyrolysis involve particle mor-
phology and phase homogeneity. Very often, hollow or porous particles are cre-
ated. Such nondense particulates are not suitable for further ceramic processing. 
This problem has been a major issue, of late.153,154 It is due to surface precipita-
tion in the droplet during the drying and/or reactor step.155 Slow drying or use of 
high solubility salts (so the relative saturation can be low)153 or high-temperature 
aerosol phase densification has been advocated to alleviate this problem. Poros-
ity can occur regardless of whether the particles are uniform or hollow. This 
may result during heating of the dried salts as water of hydration and/or volatile 
anions leave the particle. Another common problem involves phase inhomogene-
ity or phase segregation—hence, the appearance of unwanted phases in the par-
ticles, despite the initial atomic level mixing of the precursor solution. This is an 
important problem since it degrades one of the major attributes of aerosol spray 
pyrolysis, namely, the ability to create complex, multicomponent systems. Phase 
segregation can occur during the drying step owing to a number of causes includ-
ing differential precipitation of the components due to solubility  differences, lack 
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of isomorphic crystallization, differential reactions during  drying, and a process 
that we will develop in this article, chemical  segregation.156,157

The aforementioned physical methods of preparation of nanoparticles per-
tain to the group of condensation methods. Along with them, different versions 
of mechanical dispersion have gained wide application. In certain aspects, the 
latter methods resemble chemical ones. Mechanochemical dispersion for prepa-
ration of nanoparticles was discussed in detail in a number of special publica-
tions, which were reviewed.6

At present, the problem of preparation of nanoparticles of different elements 
is reduced to the development of methods that would allow synthesis and stabi-
lization of particles with sizes of 1 nm and smaller. It is such particles that are of 
prime interest in chemistry.

2.6 PARTICLES OF VARIOUS SHAPES AND FILMS

Nowadays, great attention is paid to the problem of exercising control not only 
over the size but also over the shape of metal nanoparticles. Both the size and 
the shape of a particle are defined by the synthetic method; however, the ratio of 
nucleation to growth rates of particles is also of great importance. Each of these 
processes depends in turn on variations in the reaction conditions such as the 
temperature, the nature and concentrations of metal and ligand, and the nature 
of stabilizer and reducer. The problems of nucleation and particle growth are 
surveyed in detail elsewhere.158

For controlling shapes and sizes of nanoparticles, microemulsions are widely 
used.159,160 Copper nanoparticles were obtained by using a functional surfactant, 
namely Cu(AOT)2, which served as the source of copper particles and a stabilizer 
of water droplets. Droplets of Cu(AOT)2 microemulsion in water and Na(AOT)2 
microemulsion in isooctane were mixed with a microemulsion of NaBH4 stabi-
lized by Na(AOT). On mixing, the copper salt was reduced with sodium boro-
hydride to give copper nanoparticles. The size and shape of nanoparticles were 
determined by the ratio w = H2O/AOT that defined the structure of micelles 
formed. For w < 4, copper particles measuring 1–12 nm were formed, while for 
5 < w < 11, spherical nanoparticles with diameters of 6.7 and 9.5 nm and rod-like 
nanoparticles with a diameter of 9.5 and a length of 22.6 nm were obtained. With 
the increase in water content (w > 11), only rods with lengths ranging from 300 to 
1500 nm and diameters ranging from 10 to 30 nm were formed.

Salts of tetra-n-octylammonium with carboxylic acids of the general formula 
(n-C8H17)4N+(RCO2)− were proposed for use as reducers and stabilizers for 
exercising control over shapes of metal nanoparticles formed by the  reduction 
of metal salts.161 Palladium particles measuring 1.9–6.2 nm were formed in the 
following reaction:

 
66 C, THF

Pd(NO3)2 (n-C8H17)4N (RCO2) Pd particles 
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Their sizes and shapes were estimated by means of an electron microscope. 
It was shown that when acetate, dichloroacetate, pivalate, or pyruvate ions were 
used as anions, the formed particles were shaped largely as spheres. However, 
if palladium nitrate was treated under the same conditions with an excess of  
(n-C8H17)4N+(HOCH2CO2)−, triangular particles with an average size of 3.6 nm 
were formed together with spherical ones. The shape changes observed were 
attributed to the presence of a hydroxyl group in the anion.161

A nickel compound Ni(COD)2 (COD stands for cycloocta-1,5-diene) was 
used for elucidating the role (reducer or stabilizer) of glycolic acid residue in the 
reduction of the glycolate group. The reaction is as follows:

H2, 66 C
Ni(COD)2 (n-C8H17)4N (HOCH2CO2) Ni particles 

In as much as nickel in Ni(COD)2 is in its zero-valence state, glycolate can 
act only as a stabilizer, whereas it is hydrogen that reduces COD to cyclooctane. 
Using electron microscopy, it was found that the reaction produces crystalline 
nickel particles with the average size of 4.5 nm, preferentially shaped as tri-
angles. In testing experiments using (n-C8H17)4N+Br− or as stabilizers, spherical 
particles were formed. The presence of triangular particles was additionally con-
firmed by STM. The glycolate effect on the morphology of particles seems to be 
associated with the selective adsorption of anions on the growing nanocrystals, 
which can be detected by the changes in absorption spectra. Upon synthesis of 
nanoparticles, a band at 1621 cm−1, which belongs to dissolved glycolate, disap-
peared, and a new band at 1604 cm−1, which corresponds to adsorbed glycolate, 
appeared. From the viewpoint of the authors,161 the changes observed in in situ 
IR spectra agree with the mechanism put forward.

The formation of spherical and cylindrical silver nanoparticles was observed 
as a result of photochemical reduction of silver salts in the presence of poly-
acrylic acid.101,162 Polyacrylic acid and Ag+ ions form a complex which, being 
photolyzed, produces silver nanoparticles. According to the results obtained by 
electron microscopy and sedimentation analysis, photoreduction of this com-
plex produced spherical silver nanoparticles measuring 1–2 nm. In the presence 
of a modified (e.g., partially decarboxylated) acid, in addition to spherical par-
ticles, prolonged particles (nanorods) up to 80 nm long and with characteristic 
light absorption in the 500–800 nm range were formed. Apparently, decarboxyl-
ation disturbs the cooperation of polyacrylic acid with silver cations, makes sta-
bilization of spherical particles less effective, and favors the growth of nanorods.

The sizes of metal particles formed in the presence of macromolecular sta-
bilizers depend on the conditions of formation of polymeric-protective coatings. 
If a polymer used is an insufficiently effective stabilizer, a particle may continue 
to grow after being bound to a macromolecule. By changing the nature of a 
monomer and the corresponding polymer and varying the polymer concentra-
tion in solution, one can control the sizes and shapes of particles formed.

An interesting method of changing the stabilizing ability of a polymer was 
put forward in Ref. 190. There, the authors studied how the conformation of 
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poly-N-isopropylacrylamide affects the shape of platinum nanoparticles formed 
in the reduction of K2PtCl4 with hydrogen. This polymer can change its confor-
mation with temperature. At T < 306 K, polymer molecules are hydrophilic and 
represent swelled globules; in this case, up to 60% of platinum nanoparticles 
formed had irregular shapes. At T > 306 K, polymer molecules are hydrophobic 
and begin to collapse. The stabilizing ability of such molecules decreases. At 
T = 313 K, the reduction of platinum ions proceeded on the most active facet of 
a growing nanocrystal, and cubic nanoparticles were preferentially (with 68% 
efficiency) formed. The morphology of particles also depended on the concen-
tration ratio of platinum salt and polymer in solution (however, this effect is 
weaker as compared with the temperature dependence).

To control the shapes and sizes of silver nanoparticles, methods of pulsed 
sonoelectrochemistry based on the use of ultrasonics in electrochemical condi-
tions were applied.163,164 Ultrasonics makes it possible to clean and degasify the 
electrode surface, accelerate mass transfer, and increase the reaction rate. Silver 
particles shaped as spheres, rods, and dendrites were obtained by electrolysis of 
aqueous AgNO3 solutions in the presence of N(CH2COOH)3. These particles 
were characterized using electron microscopy, XRD, and electron spectroscopy. 
The shapes of particles were found to depend on the ultrasonic pulse duration 
and the reagent concentration. Spherical particles had diameters of ca. 20 nm. 
The diameters of rods were 10–20 nm. In certain cases, their surfaces exhibited 
protrusions that could develop into dendrites.

An interesting method of successive layer-by-layer deposition of thin 
(100–300 nm) films incorporating magnetic nanoparticles was discussed.165 
Alternating layers of magnetic nanoparticles, e.g., Fe3O4, and polydimethyl-
diallylammonium bromide were first deposited on a glass plate covered with 
paraffin and acetyl cellulose. Upon reaching the necessary film thickness, the 
cellulose layer was detached, and the whole sample was dissolved in acetone. 
A suspension thus obtained could be applied on any porous or dense support. It 
was noted that films incorporating uniform magnetic nanoparticles measuring 
~10 nm can be used in memory devices.166

At present, exercising control over the shapes and sizes of nanoparticles 
seems to be among the most important problems of nanochemistry.167 A syn-
thesis of unishape spherical or rod-like particles of metal iron was described.168 
Nanoparticles were prepared by thermal decomposition of iron pentacarbonyl 
in the presence of stabilizing compounds. Spherical particles measuring 2 nm 
could be uniformly dispersed in solution and transformed into rods of 2 nm 
diameters and 11 nm lengths. Spherical particles were amorphous, whereas the 
rods had the face-centered cubic structure of α-iron.

Much attention was given to nanotubes based on inorganic materials.169,170 
Magnetic nanotubes of FePb and Fe3O4 were synthesized by reduction with 
hydrogen at 560 and 250 °C in nanochannels of porous alumina templates.171 
A new approach to synthesizing Fe3O4 nanotubes, based on wet etching of 
the MgO inner cores of MgO/Fe3O4 core–shell nanowires, was developed.172 
The procedure of preparation of crystalline nanowires of various oxides and 
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subsequent  deposition of different coatings on them to obtain core–shell struc-
tures was discussed in detail.173,174 The aforementioned synthesis of Fe3O4 
nanotubes involved pulsed-laser deposition of Fe3O4 on preliminarily prepared 
MgO nanowires. The resulting MgO/Fe3O4 structures were treated with 10% 
(NH4)2SO4 solution at 80 °C to etch away the MgO cores. As evidenced by 
TEM results, the synthesized nanotubes had an outer diameter of 30 nm and a 
wall thickness of ~7 nm. The nanotube dimensions depended on experimental 
conditions and the sizes of original MgO nanowires.172

Various core–shell nanoparticles are widely used, particularly, in optoelectron-
ics. Metal–semiconductor,175 metal–carbon,176,177 metal–dielectric,178,179 dielec-
tric–metal180 systems, and gold shells with inner hollows181,182 were obtained.

The devices used in electronics and optics usually employ solid-  surface-
supported core–shell structures with controlled properties. Ordinary chemical 
or wet methods fail to provide such structures with controlled properties. Highly 
ordered In–In2O3 structures on silica substrates were obtained by three-step oxi-
dation at elevated temperatures.183 First, a finely dispersed alumina mask was 
applied on the Si/SiO2 substrate, then indium was deposited, and the mask was 
removed. The average size of indium nanoparticles could be varied from 10 
to 100 nm. To obtain In2O3 shells, the deposit was first oxidized in an oxygen 
flow under atmospheric pressure at 146 °C. In the second stage, the temperature 
was varied between 146 and 800 °C. In the last stage, the sample was exposed 
at high temperature for 2 h for complete oxidation. The oxide shell thickness 
could be regulated, which allowed changing the photoluminescence properties 
of the samples.

The discovery of carbon nanotubes gave impetus to an active search for 
similar particles based on different elements. Recently, nanotubes were pre-
pared from nonlayered compounds such as AlN184 and GaN.184 Nanobelts and 
nanoribbons were synthesized based on oxides,185 carbides (Al4C3),186 and 
aluminum nitrides.187 Sharp nanocones were prepared based on silicon 
 carbide,188 carbon,189 zinc oxide,190 and aluminum nitride.191

Different supports covered with films of 4-mercaptobenzoic acid, which 
were deposited in high vacuum, were used in the preparation of thin hetero-
geneous films with incorporated nanoparticles of gold, silver, and sulfate of  
cadmium. These heterogeneous films were synthesized by successive  immersion 
of supports in the corresponding solutions.192

Quantum dots were synthesized based on ZnO-doped Mn2+ colloidal par-
ticles, and ferromagnetic nanocrystalline thin films were fabricated at room 
temperature.193 According to TEM studies, the nanocrystals has an average 
diameter of 6.1 ± 0.7 nm.

Results of high-resolution electron microscopy showed that, being encapsu-
lated into micelles, rod-like gold nanoparticles fabricated by an electrochemical 
method tend to grow along the {001} axis. In the process, the {100} face of 
particles remains stable, whereas {110} face is unstable and can transform into 
the stable face.194
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SCHEME 2.1 Representation of top-down method (grinding/pulverizing bulk solids) and bottom-up method (creating a reactive atomic or molecular precursor that 
aggregates to clusters and eventually nanoscale particles).
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The possibilities of structural changes in silica-supported platinum nanoparti-
cles and the microcrystalline structure of individual nanoparticles were examined 
by electron microscopy before and after heating in vacuum and atmospheres of 
hydrogen and oxygen.195 In all the cases, the particle mass remained unchanged, 
but the sizes of particle-constituent crystals increased with temperature, which 
was assumed to be a consequence of surface fusion and self-diffusion of platinum 
particles. Adhesion of platinum particles to silica was studied by atomic force 
microscopy. Platinum nanoparticles were shown to be stable both under oxidiz-
ing and reducing conditions. However, heating was demonstrated to change the 
crystalline nature of particles and strengthen their adhesion to silica.

Controlled deposition of silver particles, and, on the platinum surface at 
different temperatures was studied.196As demonstrated by STM studies, a 
three-dimensional structure of becomes two-dimensional when heated from  
60 to 140 K.

The most popular method of preparation of nanofilms consists in 
co- deposition of metal atoms from the gas phase at surfaces of different nature. 
The  formation of supported films begins from nonuniform islets. The process 
depends on the surface temperature and the intensity and velocity of a flow of a 
substance to be deposited. At low temperatures, when diffusion of atoms is slow, 
small particles are formed, which, however, have a high density. The temperature 
and the relevant mobility of particles are the major factors that determine the self-
assembling and formation of surface nanostructures from individual clusters.

Scheme 2.1 summarizes these concepts, and later chapters go into more 
detail on synthetic methods.
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3.1 EXPERIMENTAL TECHNIQUES

In the last chapter (Chapter 2), the general methods of preparing metal nanopar-
ticles by “bottom-up” methods were summarized. These involve ways of pro-
ducing a reactive species such as a metal atom in an environment under which it 
is kinetically and thermodynamically favorable for these metal atoms to quickly 
aggregate, forming metal particles or films.

Initially, this technique was referred to as “metal atom chemistry” and was 
very useful for preparing many new organometallic compounds.1,2 As shown in 
Figure 3.1, the vapors of a reactant can readily be cocondensed with the vapors 
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of a metal (atoms). Reactions then proceeded with very low activation ener-
gies, for example, chromium atoms cocondensed with benzene yield the stable 
bis(benzene)chromium [Cr(C6H6)2].3

Next, this experimental method lent itself to preparing “solvated metal 
atoms.” Thus, normally unstable metal-organic complexes could be prepared 
and serve as sources of highly reactive metal. An early example was published 
where nickel atoms were cocondensed with different solvents such as pentane, 
toluene, and tetrahydrofuran (THF), or other solvents. A solvate of Ni atoms 
with pentane would be expected to be very unstable, and it is.4–7

In fact, upon warming, these metal atom-solvates aggregated to form 
nanoparticles of different shapes (Figure 3.2) These different shaped nanopar-
ticles possessed vastly different reactivities and different reaction paths, with 
phosphine, and as catalysts for hydrogenation of 1,3-butadiene.8

These initial examples showed the way for this experimental method to be 
used to prepare many nanoparticles of metals,9 as well as semiconductors, such 
as CdS, CdSe, and CdTe.10,11

3.2 AGGREGATION OF METAL ATOMS OR REACTIVE 
MOLECULES IN LOW-TEMPERATURE MATRICES/SOLVENTS

As reviewed in Chapter 5, and in several earlier reports, metal atom aggre-
gation can be controlled by slow temperature increase in matrices of frozen 
argon, xenon, perfluorocyclobutane, THF, acetone, toluene, alkanes, and 
 others.12,13,14,15 In this way, spectra of various metal atom dimers, trimers, tetra-
mers, and sometimes larger clusters have been obtained.

Herein, our main interest is in preparing nanoscale particles that contain 
many more atoms, generally thousands, or tens of thousands, of atoms. Indeed, 
the SMAD method has been employed successfully for preparing highly 

FIGURE 3.1 Schematic representation of a SMAD reactor.1
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 dispersed supported catalysts16 and bimetallic particles17 where crystallite sizes 
are in the 4- to 20-nm range. This size range required that thousands and tens 
of thousands of metal atoms migrate in cool matrices of solvents and form 
 particles/crystallites that precipitate and are the final products.

3.2.1 Control of the Gold–Tin (Au–Sn) Bimetallic System17

This rationale for study of this bimetallic system is based on the goal of learn-
ing if nanocrystal growth could be controlled. The choice of Au/Sn was based 

FIGURE 3.2 Nickel nanoparticles formed by warming Ni-(Solvent)x complexes; aggregation 
took place forming different shapes from different solvents.4



58 Nanochemistry

on several things: (1) relatively low reactivity of Au and Sn atoms, (2) ease of 
evaporation of gold and tin and similarity in vapor pressures, (3) the fact that 
gold and tin form several well-characterized intermetallic compounds through 
the entire composition range of the two substituents, and (4) the ability to study 
both gold and tin by Mössbauer techniques (although this proved less useful 
than anticipated).

Experimental parameters such as the evaporation method, solvent polarity 
and viscosity, and warming rate during cluster formation were varied. Cluster/
crystallite size and particle surface area were monitored. Additional information 
was gleaned from Mössbauer, Differential Scanning Calorimetry (DSC), and 
X-ray Photoelectron Spectroscopy (XPS).

An introduction to the Au–Sn system is appropriate before our experimental 
results are summarized. Considerable work on the interdiffusion of thin lay-
ers of gold on tin has been carried out—rapid diffusion occurs even at room 
temperature. Thus, the formation of AuSn is a very favorable process.18,19 By 
this diffusion process, crystallite sizes of 20–60 nm for the AuSn have been 
observed.20 Other stoichiometries have been observed if excess Au or Sn was 
present, although formation of such species as Au3Sn, AuSn2, and AuSn4 is usu-
ally slower than formation of AuSn.21

In fact, many Au–Sn Stoichiometric ratios are possible. However, the 
favored species, according to film diffusion studies, appear to be AuSn, AuSn2, 
AuSn4, and Au3Sn.

Electronic behavior of Au–Sn alloys has been studied by XPS.22 Positive 
shifts in core level-binding energies for both Au 4f7/2 and Sn 3d5/2 were observed 
for Au0.96Sn0.04 and AuSn4. The average shifts for AuSn were 0.9 eV for Au and 
0.3 eV for Sn. Similarly, the valence band of this alloy was narrowed and shifted 
to higher binding energy.

These intermetallic species in molecular form have been examined by 
Knudson Cell-Mass Spectroscopy techniques. The dissociation energy Doo 
of AuSn(g) was reported as 252.6 ± 7.2 kJ/mol and its heat of formation as 
414.6 ± 7.2 kJ/mol, a rather substantial value.23 Other molecular species such 
as AuSn2, Au2Sn, Au2Sn2, and AuSn3 were also evaluated. These results fur-
ther point out that the formation of these intermetallics is energetically quite 
 favorable.

3.2.1.1  Experimental Results on Au Atom–Sn Atom Clusters 
in Cold Solvents
3.2.1.1.1 Cluster Growth

Would solvated atoms, allowed to slowly warm and nucleate to Au–Sn interme-
tallic alloy particles, show any selectivity toward growth of particular AuxSny 
species? What properties of the solvent or other experimental parameters affect 
this selectivity? These are the questions we attempted to answer with the fol-
lowing experiments.
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Indeed, with mono-metallic studies, we have found that solvent polarity 
and warm-up procedure can drastically affect resultant crystallite sizes,5 mag-
netic properties,2,24 and ability to form stable colloidal solutions.25 However, a 
 bimetallic such as Au–Sn had not been examined in this way before.

In the present study, gold and tin were usually evaporated from two separate 
crucibles, and the atoms cocondensed simultaneously with a high excess of the 
vapor of the solvent of choice. This resulted in the almost complete matrix isola-
tion of the atoms at −196 °C (the ratio of Au:Sn could be determined by weigh-
ing the used crucibles later). Upon warming, the atom clustering took place, 
mainly in the cold liquid solvent as it melted.

A typical X-ray powder diffraction (XRD) pattern for the isolated, dry 
 Au–Sn powder from an experiment where the Au:Sn ratio was 1.3:1 was com-
pared with known diffraction patterns of Sn, AuSn, and Au5Sn, and it could 
be seen that AuSn was the major component with the remaining smaller peaks 
assignable to Sn and Au5Sn. So, some selectivity was exhibited, considering all 
the possibilities for other compositions, and statistical/random clustering does 
not appear to dominate.

Other experiments bear on this point more strongly. Layering experiments 
where gold and tin were evaporated at different times were carried out. In this way, 
a layer of frozen Sn atoms/acetone was covered by a layer of frozen Au/acetone 
with about the same molar ratio of Au:Sn overall. Upon warming and clustering, 
the same product distribution was obtained. These results show that the clustering 
process takes place mostly after solvent liquification and mixing of solvated atom 
solutions. If this were not true, large amounts of Sn and Au particles should have 
been formed due to the proximity of these species with each other. In addition, 
such results prove that the clustering process does not take place in the gas phase 
prior to codeposition and that pyrolysis of trace of amounts of solvent on the hot 
crucibles does not affect the clustering process.

The results of the layering experiments allowed our experimental design to 
be much simplified, if we so desired. That is, we placed gold and tin metals in 
the same crucible and simply evaporated all the metal. Tin evaporates at a lower 
temperature, and so, this is really another type of layering experiment. Again, 
the same products were obtained, further supporting that cluster formation of 
the intermetallic compounds occurs in the matrix during and after solvent liqui-
fication and complete mixing.

The next series of experiments dealt with solvent variation. It soon became 
apparent that the product mix of AuSn, Sn, and Au5Sn did not change signifi-
cantly with variation in solvent, if warm-up procedures were kept constant. Thus, 
selectivity was not changing, according to XRD. However, product morphology 
did change. For example, with ethanol, the largest crystallite size and lowest 
surface area was encountered. However, warm-up procedure had the most strik-
ing effect in that, in every case, a slow warm-up yielded smaller average AuSn 
crystallite sizes and larger surface areas. Moreover, this effect was minimized 
for solvents of higher viscosity but was marked for solvents of lowest viscosity.
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These results tell us that the cluster growth process in this case does exhibit 
same selectivity toward the formation of the more stable phases. Also, for simi-
lar functional groups in the solvents, viscosity has a limited effect on the crys-
tallinity or particle size. And although the warm-up rate had the most striking 
effect, it was noted that for the lowest viscosity solvents, the largest changes 
were caused by warm-up variation. These points suggest that the growth process 
occurs within a rather narrow temperature and viscosity range.

As an illustration, one could imagine a competition between processes: 
 solvated atoms nucleate and begin to grow vs. the reaction of the growing 
 particles with the solvent, and surface ligation occurs and particle growth is 
slowed or stopped. With earlier work on Ni-pentane nucleation and growth, this 
was expressed as a competition between particle growth and reaction with the 
pentane host.2,26

With bimetallic systems, it is more complex, and we express these concepts 
as shown in Figure 3.3. It is likely that reactions 1–3 are quite rapid when the 
solvent just liquifies, but these rates can be affected by large viscosity changes 
as would be encountered when a solvent melts to a very nonviscous liquid over 
a small temperature range. As the particle grows, and mobility decreases, (with 
simultaneous increase in temperature), reaction 3 would become slower. How-
ever, the rate of reaction 4 would increase rapidly once the minimum tempera-
ture for reaction with the solvent is reached. In other words, reactions 1, 2, and 
3 occur below the temperature where reaction 4 becomes competitive.

The slower warming rate and minimization of large viscosity gradients tend 
to allow reaction 4 to compete better with reaction 3. Thus, solvent fragmenta-
tion/ligation (reaction 4) competes better over the slow warm-up period.

One additional interesting point is that the most polar solvents allow the 
growth of the largest crystallites. This, again, can be explained by the logical 
assumption that reactions 1, 2, and 3 become slower and more selective since 
displacement of more strongly ligating solvent ligands (due to higher polarity) 

(1)

(2)

) (3)

(4)

Au(solv) + Sn(solv) AuSn(solv)

2 Au(solv) + AuSn(solv) Au2Sn2(solv)

Au2Sn2(solv) + AuSn(solv) AunSnn(solv

AunSnn(solv) + solv AunSn(R)x(solv)
stabilized toward 
further growth

•Mobility decreases with size. Therefore k3 decreases. 

•Mobility is low at high viscosities. Therefore, competes with k3 more effectively. 

•Interdiffusion of Au and Sn does not occur from particle to particle, because each particle is a separate
entity due to the solvation shell. 

FIGURE 3.3 A generalization of rate processes for cluster growth and cluster reactions with host 
solvent, solv = solvent molecule, R = fragment of solvent that serves as a ligand.
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would be more difficult. Thus, these growth steps become more selective and 
crystal growth more favorable. In other words, fewer nucleation sites would be 
formed, and larger crystallites would grow.

These findings might be summed up by saying that slow warm-up causes 
a “milder” clustering process to occur, while fast warm-up causes a “wilder” 
process to occur.

3.2.2 Reactivity of Aggregates (Nanoparticles or Nanocrystals)

Initially, the idea of synthesizing solvated metal atoms, and allowing the low 
temperature solvates to melt and decompose, led to partial reactions with the 
solvents,1,4,26,27,28 eventually leading to “highly active metal slurries.” (The term 
“nanoparticle” or “nanocrystal” was not in use in 1979 or earlier). The metal 
particles were protected from further aggregation by solvent fragments.

The thrust of the work at that time was to show what chemical reactions 
occurred with (a) metal atoms, (b) solvated atoms, and (c) very small metal 
particles. Table 3.1 shows few examples regarding these reactivities.

Very few direct comparisons have been possible, but it is generally the case 
that atoms are most reactive, followed by solvated atoms, followed by their 
respective nanoparticles, and followed by larger particles. Sometimes, excep-
tions occur such as when at very low temperatures, Mg2, Mg3, and Mg4 clusters 
were more reactive than Mg atoms with alkyl halides.31

3.2.3 Trapping and Stabilization

In more recent years, the SMAD process has been dedicated to nanoparticle 
synthesis and has moved away from “metal atom chemistry.” For example, sol-
vents were selected for gold atom (vapor) codeposition such that the warming, 
melting matrix would allow very small gold nanoparticles to form and would 
stabilize these particles. Although many solvents have been tested (pentane, 
toluene, ethanol, acetone), volatile ketones were found to be the best for gold 
and silver, while for copper, ethers such as THF and diglyme were the best.9,25,32

So, solvents behave as moderators of nanoparticle growth from solvated 
atoms, and solvent viscosities and rate of warming have effects on the final 
nanomaterials formed, and these results have been discussed in Section 3.2.1 
with the gold–tin bimetallic system.

3.3 EXAMPLES OF USEFUL SYNTHESIS

3.3.1 Gold Nanoparticles

Stable colloidal solutions of gold nanoparticles in acetone, butanone, or pen-
tanone, have been prepared and examined in the electron microscope, and the 
images are shown in Figures 3.4–3.6.
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As seen from the TEM images, the particle size and the degree of aggrega-
tion of the particles increase as the solvent is changed from the more polar 
acetone to the less polar pentanone. The colloidal solutions of these exhibit 
UV-vis absorption λmax at ~550 nm with a broad tail out to 1000 nm. In each 
case, the particles look as though they have “necked” together, suggesting high 
reactivity and a tendency to bind together and grow, as expected for reactive 
particles attempting to lower surface energies.

TABLE 3.1 Metal Reactions as Atoms, Solvated Atoms, or Metal 
Nanoparticles

Metal Solvent Reagent Product Reference

Cd nanoparticles Several 
 solvents

C2H5I C2H5CdI Klabunde6

Sn nanoparticles Toluene CH3I CH3SnI3 72% Klabunde6

Dioxane 42 Klabunde6

THF 16 Klabunde6

Hexane 0 Klabunde6

In nanoparticles Diglyme C2H5I EtInI2 64% Klabunde6

Dioxane 41 Klabunde6

Xylene 10 Klabunde6

THF 9 Klabunde6

Ni atoms PF3 PF3 Ni(PF3)4 100% Timms29

Ni atom solvate Toluene P(OEt)3 Ni[P(OEt)3]4 40% Davis and 
Klabunde26

Ni Nanoparticles P(OEt)3 1% Davis and 
Klabunde26

Ni Atoms 1,3-butadiene 1,3-butadiene (1,3-butadiene)3
Ni 39%

Klabunde 
et.al.1

Cu Nanoparticles Toluene C6H5I C6H5-C6H5 
(89%) + CuI

Ponce and 
Klabunde30

Diglyme 52 Ponce and 
Klabunde30

THF 80 Ponce and 
Klabunde30

Pentane 70 Ponce and 
Klabunde30
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3.3.2 Silver and Copper

For silver, a jungle of necked particles was observed for Ag-acetone (Figure 3.7). 
Similarly, the Cu-toluene (acetone was too reactive to codeposit with copper) 
final SMAD product showed a tortuous interlinked nanostructure (Figure 3.8).

3.3.3 Other Metals

Indeed, many metals can be prepared in nanostructured form as “very active” 
metals and catalysts, including Al, Fe, Co, Ni, Cu, Zn, Ge, Pd, Ag, Cd, In, Sn, 
Au, and Pb.2,12

3.3.4 Binuclear Compounds

Even binuclear solids such as ZnS, CdS, CdSe, CdTe, PbS can be prepared as 
nanoparticles by the SMAD method. As an example, CdTe codeposited with 
pentane yielded a high surface area sample of 172 m2/g, with toluene 57 m2/g, 
and with THF 27 m2/g. Figure 3.9 shows a TEM image of the CdSe-pentane 
SMAD sample. Note the similarities to the metal nanoparticle SMAD samples, 
although the fundamental building block particles are rather small, 5–10 nm.

FIGURE 3.4 TEM micrograph of Au nanoparticles from acetone, prepared by the SMAD 
method.33
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It should be emphasized again that all of these SMAD-prepared samples are 
quite chemically reactive, especially with oxygen, water, or certain chemicals. 
For example, the Au-butanone sample proved to be an excellent catalyst for 
hydrolysis of alkylsilanes (RSiH3), producing many siloxane nanowires under 
mild conditions.37 Another example is Ag-acetone particles, when placed in 
water, are very biocidal toward bacteria and viruses.38

3.4 DIGESTIVE RIPENING OR “NANOMACHINING”

An important discovery coming out of the experimental work on the chemistry 
of nanoparticles, especially SMAD particles, is that certain particle sizes seem 
to be thermodynamically preferred. Indeed, the reactivity of SMAD particles 
allows them to be manipulated by added ligands. The best example is an alkyl 
thiol such as C12H25SH attacking Au-acetone SMAD particles, which were 
allowed to contact the thiol immediately upon meltdown of the acetone to a 

FIGURE 3.5 TEM micrograph of Au nanoparticles from 2-butanone, prepared by the SMAD 
method.33
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toluene-thiol mixture. In this way, the thiol displaced the acetone solvent form-
ing a crude gold nanoparticle system that had some solubility in toluene. From 
TEM images, it can be seen that a field of large and small particles is present 
(Figure 3.10).

The long-chained thiol (C12H25SH) brings the gold particles up as a red-
purple colored colloidal solution. Upon refluxing this solution, a remarkable 
thing happens: all of the particles eventually become the same size.

Interesting results are obtained by TEM from the digestive ripened colloids 
after they cool down from reflux temperature. The TEM micrographs of col-
loids cooled down for a different amount of time are shown in Figure 3.11. The 
amazing result is that the particles predominantly organize the TEM grid in 
large 3-D structures in only about 15 min. after the “digestive ripening” process 
is finished. Even larger 3-D superlattices (>3 µm) are observed after 1 day and 
after ~2 months (Figure 3.11). Noteworthy is the near-perfect organization of 
the Au particles in Figure 3.11c. The high degree of ordering in the superlattice 

FIGURE 3.6 TEM micrograph of Au nanoparticles from 3-pentanone, prepared by the SMAD 
method.33
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structures is proven by the small-angle diffraction pattern given in the inset of 
Figure 3.12.

One of the most interesting features of the synthetic sequence reported 
herein is the “digestive ripening” step, and the mechanism for this remarkable 
process is not entirely clear. Only a few useful facts are known. First of all, 
nanoparticles are the necessary starting material, that is, normal gold powder 
is not susceptible to digestive ripening, showing again that nano-sized particles 
are intrinsically and more chemically reactive than bulk samples. The ripening 
process probably involves the dissolution of surface atoms or clusters of atoms 
by the ligand molecules, which are in excess in the solution. This phenomenon 
is best known for gold nanoparticles, but other metals can behave in a similar 
way with the appropriate ligands. So, a “dissolving and re-precipitation” pro-
cess is likely, and reactive sites (corners, edges) would be the first atoms sus-
ceptible. The most intriguing question, though, is “why all the particles become 
the same size, and why 4–5?” One possible rationale is that at 4–5 nm, the thiol 

FIGURE 3.7 TEM micrograph of Ag nanoparticles from acetone, prepared by the SMAD 
method.34
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head groups and the 12-membered carbon chains are close packed in the most 
ordered fashion (which would be akin to formation of a crystalline surface 
 coating) for the curvature of a 4–5 nm gold particle.

This process of bringing a polydisperse gold colloid to a monodisperse one 
is different from “Ostwald ripening” where large particles grow at the expense 
of small ones. We coined the term “digestive ripening,” and this process is 
controlled by thermodynamics rather than kinetics. Also, digestive ripening is 
broader in context than the SMAD method of synthesis since digestive ripening 
can occur with gold prepared by inverse micelle or other materials, as well as 
SMAD prepared gold nanoparticles.

What about other elements or compounds? Numerous other elements have 
been found to be susceptible to this thermodynamic processing. These include 
Cu, Ag, Pd, In, Co, and Mg. Even binuclear solids are susceptible, including 
Fe2O3, CdS, CdSe, and CdTe.39–50 However, much remains to be understood.

One publication is devoted to a theoretical understanding of digestive 
 ripening.51 This report found that a minimum in the potential energy curve 
could be achieved for a certain sized particle if the particles possessed a charge. 
It is possible that charged particles are involved as is the case for many colloidal 
solutions. However, we know that the surface-stabilizing ligands are critically 
important, and this aspect was not dealt with, in the report discussed herein.51 

FIGURE 3.8 TEM micrograph of Cu nanoparticles from toluene, prepared by the SMAD 
method.35
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FIGURE 3.9 TEM micrograph of CdTe from pentane solvent, prepared by the SMAD method.36
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Clearly, much more needs to be done in order to understand this fascinating 
digestive ripening process, also called “Nanomachining.”

3.5 RODS, WIRES, AND STARS

Nanorods of gold can be shaped by selective ligand mixtures when gold ions 
are reduced.52–54

Another interesting development is the variation in catalytic properties based 
on different nanoparticle shapes.8 For example, there is an interesting report on 
a catalytically active platinum multiarmed nanostar single crystal,55 and discus-
sions of the importance of shape, catalytic activity, and recycling potential.56

Another recent finding is that the shape of CuO nanoparticles affects  diffuse 
reflectance properties, greatly.57 These nanorods of CuO about 2 µm in length 
and 0.5 µ thick were quite effective in diffuse reflectance of near infrared 
light, while spherical particles and nanorods of metallic Cu were not nearly as 
 effective.

Indeed, nanorods and nanostars often exhibit quite unique optical properties, 
and further studies are ongoing in many laboratories, due to the potential to be 
used as IR and visible obcuration or “cloaking.”

FIGURE 3.10 TEM of an Au-SMAD from acetone → toluene –RSH mixed at the bottom of the 
reactor.33
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(a) (b)

(c) (d)

FIGURE 3.11 TEM micrographs of dodecanethiol-stabilized gold particles prepared by the 
SMAD process at different time intervals since the digestive ripening process (a) After 15 minutes, 
(b) After 1 day, (c) After 1 day, and (d) After 2 months.33
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This chapter is written based on Refs 1–14.
Sizes and physicochemical properties of the nanoparticles are closely 

 interrelated and, moreover, are of paramount importance for studying their 
chemical transformations. Furthermore, there are different approaches to 
 studying the properties of the particles on the surface and in the bulk.

The main techniques used for determining sizes and certain properties of the 
nanoparticles in the gas phase are as follows:

	l	 	ionization by photons and electrons, followed by an analysis of the obtained 
mass spectra by means of quadrupole and time-of-flight mass spectrometers;

	l	 	atomization and selection of neutral clusters with respect to masses; and
	l	 	electron transmission microscopy on grids (information on sizes and shapes of 

the particles).
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To gain information on the particles located on the surface, the following 
 techniques are used:

	l	 	transmission and scanning electron microscopies (TEM, SEM, information on 
the size/shape of the particles, their distribution, and topology);

	l	 	electron diffraction (information on size, phases (e.g. solid/liquid), structure, 
and bond lengths);

	l	 	STM (determination of size, shape, and the internal structure of the 
 particles);

	l	 	adsorption of gases (information on the surface area);
	l	 	photoelectron spectroscopy (determination of the electronic structure);
	l	 	conductivity (information on the conduction band, percolation, and  topology).

Miscellaneous techniques are also used for determining sizes and certain 
 properties of the nanoparticles in the bulk or within a matrix.

The methods using TEM, SEM, conductivity measurements, and electron 
diffraction techniques provide information on the particles in the bulk, i.e. the 
data analogous to those obtained for the particles on the surface.

Several other techniques are used for studying the particles in the bulk. For 
example, X-ray diffraction can be used for determining the particle sizes and 
internal structures.

Extended X-ray absorption fine structure (EXAFS) technique makes it pos-
sible to measure the particle sizes. Electron paramagnetic(spin) resonance (EPR) 
and nuclear magnetic resonance (NMR) provide information on the electronic 
structure. Mössbauer spectroscopy, i.e. the resonance absorption of gamma 
quanta by atomic nuclei in solids (gamma resonance), is actively used for gain-
ing insight into the internal structure of a number of elements, especially such 
important elements as iron. The energy of a gamma quantum is small (~150 keV), 
and its absorption excites a nucleus. The resonance condition is the equality of 
the nucleus excitation energy to the energy of a quantum transition, i.e. to the dif-
ference between the nucleus internal energy in the excited and ground states. The 
transition energy depends on the nature of a nucleus and gives insight into the 
microscopic structure of solids. The method cannot be applied to all elements; 
however, it provides valuable information on Fe57, Sn119, and Te125.

4.1 ELECTRON MICROSCOPY

Here, we consider microscopy in sufficient detail, because it is the major 
 technique for determining the nanoparticle size. As a rule, this concerns electron 
microscopy, which employs beams of accelerated electrons and also different 
versions of probe microscopes.

Electron microscopy, in turn, has the following two main directions:

	l	 	TEM, in which the high-resolution electron microscopy is currently a separate 
division;

	l	 	SEM.
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4.1.1 Transmission Electron Microscopy

A sample shaped as a thin film is transilluminated by a beam of accelerated 
electrons with an energy of 50–200 keV in a vacuum of ca. 10−6 mmHg. Those 
electrons that were deflected at small angles by atoms in a sample and passed 
through the sample get into a system of magnetic lenses to form a bright-field 
image of the sample internal structure on a screen and a film. A resolution of 
0.1 nm was achieved, which corresponds to a magnification factor of 106. The 
resolution depends on the nature of the sample and the method of its prepara-
tion. Usually, films of 0.01-µm thickness are studied; the contrast range can 
be extended using carbon replicas. Modern ultramicrotomes allow obtaining 
sections 10–100-nm thick. Metals are studied as thin foils. Transmission micro-
scopes make it possible to obtain diffraction patterns, which provide  information 
on the crystalline structure of a sample.

4.1.2 Scanning Electron Microscopy

This technique is largely used for studying the surface particles. An elec-
tron beam is constricted by magnetic lenses to give a thin (1–10 mm) probe, 
which travels point by point over a sample progressively, thus scanning the 
latter. The interaction of electrons with the surface generates several types of 
 emission:

	l	 	secondary and reflected electrons;
	l	 	transmitted electrons;
	l	 	X-ray slowing-down radiation; and
	l	 	optic radiation.

Any of the radiation types listed above can be registered and converted into elec-
trical signals. The signals are amplified and fed to a cathode-ray tube. A similar 
situation occurs in TV kinescopes. Images are formed on the screen and photo-
graphed. The major advantage of this technique is the great body of information 
it provides; its significant drawback concerns long scanning times. High resolu-
tion is possible only for low scanning rates. The method is usually employed for 
particles measuring more than 5 nm. A restriction on the sample thickness limits 
the method of application. For electrons with energies of 100 keV, the sample 
thickness should be about 50 nm. To prevent destruction of samples, special 
procedures are used for sample preparation. Moreover, the possible effect of 
electron emission on the samples should be taken into account—for instance, 
the electron-beam-induced aggregation of the particles.

One method used for preparation of samples consists in employing ultra-
microtomes (their use is problematic for the cases of nonuniform deposition, 
particularly in islets). Chemical methods are also applied, especially matrix dis-
solution. The general view of a histogram obtained in microscopic studies often 
depends on the way the sample was prepared.
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In the 1980s, a great breakthrough was observed in electron microscopy. 
Microscopes equipped for the computer analysis of the elemental composi-
tion were developed on the basis of energy-loss spectrometers. The energy-loss 
spectrometry was used in combination with TEM and SEM. A rearrangement 
of the magnetic-prism system allowed one to regulate the image contrast, which 
depends on the incidence angle, atomic number, and the reflection factor. Mod-
ern devices make it possible to obtain selective images of elements from boron to 
uranium with a resolution of 0.5 nm and sensitivity up to 10−20 g, which amounts 
to (for example) 150 atoms for calcium. High-resolution electron microscopy 
provides insight into such objects.

An important stage in the development of electron microscopy was asso-
ciated with elaboration of computerized techniques for processing images, 
which allowed histograms over shapes, orientations, and sizes to be obtained. 
Now, it is also possible to separate details of the structure, statistically process 
information, estimate local microconcentrations, and determine lattice param-
eters. Built-in processors make it possible to exercise versatile control over 
 microscopes.

4.2 PROBE MICROSCOPY

Another breakthrough in microscopy was associated with the development of 
scanning probes. In 1981, G. Binnig and H. Rohrer created STM, and in 1986, 
they were awarded the Nobel prize. The microscope allows the study of surfaces 
with nanoscale and subnanoscale resolution. The principle of gaining informa-
tion on the properties of surfaces under study is general for all types of probe 
microscopes.

The main tool employed in these microscopes is a probe that is brought into 
either mechanical or tunneling contact with the surface. In doing so, the equi-
librium between probe–sample interactions is established. This equilibrium can 
involve the attractive and repulsive forces (electrical, magnetic, Van der Waals) 
and the exchange of tunneling electrons and photons.

Upon establishment of the equilibrium, scanning is started. The probe moves 
line by line over a definite surface area determined by the number of lines scans, 
their length, and the interline spacing. The probe is driven by a piezomanipulator 
whose dimensions change under the effect of the applied potential  difference, 
which allows one to shift a sample in three directions (Figure 4.1).

Now, we briefly discuss the general principles of probe microscopes. All 
the scanning probe microscopes are characterized by the presence of a certain 
selected type of interaction between the probe and a sample, which is used by 
a feedback system for fixing the probe–sample distance (d) in the course of 
scanning. To provide a high resolution, the intensity of this interaction should 
depend on the d. For example, in atomic force microscopes, this condition is 
satisfied by the repulsive forces between edge atoms on the probe and the sam-
ple; in tunneling microscopes, the exponential increase in the tunneling current 
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with a decrease in the tunneling gap meets this condition, which allows one to 
achieve subnanoscale resolution (10−2 nm) for these devices.

In the course of scanning (the probe’s motion in the XY plane), the feedback 
system shifts the probe in the direction Z, thus maintaining the signal at a given 
level corresponding to the working interaction amplitude. We designate the lat-
ter interaction as A (X, Y, Z). Signals at plates X, Y, and Z of the piezomanipula-
tor are set by the computer. During scanning, the reproduction of the A (X, Y, Z) 
dependence by Z variations is equivalent to finding a dependence Z | A = const 

FIGURE 4.1 (a) General scheme of the operation of a probe microscope and (b) AFM mechanism.
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(X, Y) that correlates with the local topographical features of the surface under 
study. Such dependence may be called the surface topography obtained in a 
mode of constant interaction A. If the intensity of interaction A (X, Y, Z) is 
different at different surface points, the detected picture is more complicated, 
representing a superposition of maps of the surface topography and the surface 
distribution of the A intensity.

In addition to the surface topography under constant-interaction conditions, 
scanning probe microscopy makes it possible to obtain a wide spectrum of other 
dependences Φ | A = const (X, Y), which provide valuable information on differ-
ent surface properties. Here, the function Φ (X, Y) is measured under a condition 
of a constant interaction A, hence, under an approximation of a constant probe–
sample distance, and can reflect the magnitude of some interactions different 
from A.

The principle of Φ (X, Y) variation under a condition A = const. is used in var-
ious probe microscopes. The latter include different modifications such as the 
magnetic force microscope, operation of which is based on varying the forces 
between a magnetized probe and a surface with intrinsic magnetic properties; 
the near-field microscope which can detect the electromagnetic field that passes 
through a miniature diaphragm placed in the near-field zone of the source; and 
the electrostatic force microscope in which a conductive charged probe interacts 
with the sample. In all these microscopes, a corresponding interaction is ana-
lyzed when a constant probe–sample gap is maintained according to closed- and 
patched contact modes.

A circuit shown in Figure 4.1 is employed in atomic force microscopes for 
fixing the force interaction and maintaining it at a required level. The probe 
is adjusted to a free, unfixed end of a flexible arm-cantilever. When the probe 
approaches a sample or contacts it, the force interaction makes the cantilever 
bend, the magnitude of this bend being recorded by a precision transducer. The 
bend magnitude determines the contact force, and its maintenance at a required 
level in the course of scanning allows the surface profile to be reproduced. On 
the display, atoms look as hemispheres.

Most atomic force microscopies (AFMs) are equipped with optical sensors. 
A laser beam incident at an angle to the lever surface is reflected into the center 
of a four-section photodiode. A bend of the lever induces a difference between 
signals from the corresponding photodiode areas. The difference signal from 
the right and left segments, which corresponds to friction forces during scan-
ning, is fed to the computer and reproduced on its display. The difference signal 
from the top and bottom segments, which passes through proportional and inte-
gration feedback circuits, is compared with the reference signal and fed to the 
Z-electrode of piezomanipulator. As a result, the sample is shifted in the verti-
cal direction. The signal is also fed to the computer and the display, providing 
information on a surface under study.

AFM allows using a patched contact mode. For this purpose, an additional 
piezomanipulator is employed, which generates forced vibrations of the lever. 
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The forces of probe–sample interaction are complicated with regard to both 
their physical nature and performance. They are determined by the surface and 
geometrical properties of the materials that constitute the probe and the sample 
and also by the properties of the medium in which the study is carried out. For 
instance, studying polyparaxylylene films is complicated by the probe sticking 
in the films. The pressure of the probe is high, reaching 109 Pa, and can exceed 
the ultimate strength of many materials. Mica and graphite usually serve as sup-
ports. These materials easily scale and have smooth surfaces. AFM allows non-
destructive measurements to be carried out. This is explained by the fact that the 
local pressure is distributed over three directions and the effective time is small, 
of an order of magnitude of 10−5 s. However, scientists are trying to reduce the 
probe–sample interaction forces, which is the central problem to date. The pos-
sible solutions may involve the choice of adequate media for the studies and 
the use of patched contact modes. At present, it is widely believed that probe 
microscopy has posed more problems than previously had been suspected.

4.3 DIFFRACTION TECHNIQUES

These techniques include diffraction of X-rays and neutrons and are less general 
when compared with electron microscopy. At the same time, the analysis of dif-
fraction reflexes induced by atomic structures of the separate particles can be 
used for studying very small particles. The reflex angle width Δθ increases with 
an increase in the particle size (Δθ ~ 1/R, i.e. the Scherrer effect). The smaller 
sizes correspond to smaller numbers of lattice planes that give rise to interfer-
ence of the diffraction spot, while in larger clusters diffraction rings are usually 
observed.

4.3.1 X-ray Diffraction

When interacting with crystals, metal particles, and molecules, X-ray are scat-
tered. An initial beam of rays with a wavelength λ ∼ 0.5 − 5Å gives rise to sec-
ondary rays with the same wavelength, the directions and intensities of which 
are related to the structure of scattering samples. The intensity of a diffracted 
ray also depends on the sizes and shapes of the particles. Polycrystalline par-
ticles give rise to secondary ray cones, each cone corresponding to a certain 
family of crystal planes. For small and abundant crystals, the cone is continu-
ous, which results in a nonuniformly darkened ring.

A crystal represents a natural diffraction grating with strict periodicity. The 
crystals for studies should have sizes of ca. 0.1  mm and perfect structures. To 
elucidate a structure of average complexity, which contains 50–100 atoms in a 
unit cell, intensities of hundreds and even thousands of diffraction reflections 
are measured. This procedure is accomplished by means of microdensitometers 
and diffractometers controlled by computers. Earlier, these operations took 
months, but today they can be carried out in a single day.
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When studying amorphous materials and incompletely ordered particles in 
polycrystals, X-ray diffraction allows one to determine the phase composition, 
size, and orientation of grains (texture).

The method of low-angle scattering, which allows studying spatial hetero-
geneities with sizes of 5–10 Å, is widely applied to date. It is used for studying 
porous, finely dispersed materials and alloys.

The determination of atomic structure, which involves size and shape esti-
mation and assignment to a symmetry group, represents a complex analysis 
and cumbersome mathematical processing of intensities of all diffraction reflec-
tions. X-ray diffraction of materials embraces methods based on X-ray diffrac-
tion techniques for studying equilibrium and nonequilibrium states of materials, 
phase compositions, phase diagrams, residual stresses, etc.

4.3.2 Neutron Diffraction

A neutron is a particle the properties of which make it suitable to be used in 
the analysis of various materials. Nuclear reactors produce thermal neutrons 
with a maximum energy of 0.06 eV, which corresponds to the de Broglie wave 
with λ ∼ 1Å commensurable with interatomic distances. This forms the basis of 
the method of structural neutron diffraction. The commensurability of energies 
of thermal neutrons with those of thermal oscillations of atoms and groups of  
molecules is used for the analysis in neutron spectroscopy, while the presence of 
a magnetic moment lays the basis for magnetic neutron diffraction.

4.4 MISCELLANEOUS TECHNIQUES

4.4.1 EXAFS

The method is based on the measurements in the vicinity of the absorption edge, 
e.g. the K shell. In this case, the observed oscillations as a function of the photon 
energy are the result of interference of both primary waves and secondary ones 
scattered by neighboring atoms. The analysis of such oscillations allows one to 
find distances between neighboring atoms and to study deviations of “neighbors” 
in the particle surface layer as compared with compact metal lattices. The infor-
mation on such deviations is important for understanding the optic properties of 
the metal particles. These deviations can affect the particle size, electron density, 
and optic properties. For example, atomic distances in Ag2 and Au2 are 0.210 
and 0.253 nm, respectively, whereas in the compact metal this value is 0.325 nm.

4.4.2 X-ray Fluorescence Spectroscopy

The method is based on excitation of atoms in a substance under study by the 
emission of a low-power X-ray tube. This gives rise to secondary fluorescence 
emission, which falls on the crystal analyzer and, being reflected from the latter, 
is registered by a proportional detector. The crystal analyzer and the detector 
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are driven by a goniometer. In doing so, each fixed position of the goniometer 
corresponds to a definite wavelength of secondary emission selected by the ana-
lyzer. The elemental composition of a sample is characterized by spectral lines 
with intensities unambiguously related to the quantitative contents of elements 
in a sample. Concentrations are usually computed by comparing with the values 
obtained for standard samples.

The X-ray fluorescence technique allows quick and high-precision analysis 
of practically all elements in the periodic table in solid, liquid, powder, and film 
samples.

4.4.3 Mass Spectrometry

This method is used for separating ionized species with respect to their masses, 
based on their interaction with magnetic and electrical fields. Dynamic devices 
analyze the time it takes for ions to fly a definite distance. In a quadrupole mass 
spectrometer, separation of ions is realized in a transverse electric field, which 
is created by a quadrupole capacitor constituted by four rods symmetric with 
respect to the central axis. In a time-of-flight mass spectrometer, an ion packet 
is let into the analyzer through a grid and “drifts” along the analyzer to a col-
lector in such a way that heavy ions (m1) lag behind light ions (m2). The ion 
packet is separated, because all ions in the initial packet have the same energy, 
while their rates and, hence, the times of flight along the analyzer t are inversely 
proportional to the square root of their masses: t  =  L(m/2n)1/2, where n is the 
accelerating potential and L the analyzer length.

4.4.4 Photoelectron Spectroscopy

The method is based on measuring the energies of electrons that escape sol-
ids under the action of photons. According to Einstein, the sum of the binding 
energy of an escaped electron (work function) and its kinetic energy is equal to 
the energy of the incident photon.

From the resulting spectra, the binding energies of electrons and their energy 
levels in a substance under study are determined. This method allows study of 
the electronic distribution in conduction bands and analysis of the substance 
composition and the chemical bond type.

Metals are characterized by intense photon reflections and a strong interac-
tion with conduction-band electrons. The quantum yield is small (≈e/1 photon), 
which complicates application of the method.

4.4.5 Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR is becoming more powerful as an analytical tool as each year passes. 
Multiple nuclei are now accessible; high magnetic field strengths are becom-
ing more common. Indeed, NMR is indispensible for organic and biomolecular 
identification/characterization.
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For nanomaterials, NMR is less useful, but can be valuable for the study 
of ligand-stabilized nanoparticles, since the ligands are generally organic 
compounds, with NMR active nuclei 1H, 13C, and selected elements such as 
Pt or Si. Thus, if a nanomaterial is soluble, then NMR is quite valuable for 
 characterization.

Solid-state NMR is also possible, and can yield useful results if the  necessary 
spectrometer and sample spinners are available.

4.4.6 Ultra Violet–Visible Spectrometry (200–800 nm)

Many nanomaterials absorb UV and visible light. Solid samples can be studied 
by use of UV diffuse reflectance attachment, and even band gaps can be deter-
mined in this way. In solution, UV and visible absorption spectra are very useful. 
For example, ligand-stabilized gold and silver nanoparticles exhibit particular 
colors due to visible-light absorption known as plasmon bands. These absorp-
tions are very characteristic; for example, 5 nm gold with thiol ligand shows 
absorption at about 520 nm, and this can shift slightly due to larger nanoparticle 
size (shift to longer wavelength), or smaller (shift to shorter wavelength), sol-
vent employed, and ligand attached to the gold. For silver, the visible absorption 
is usually nearer 420 nm.

The particular advantage of UV-vis spectra is that characteristic groups can 
be recognized in molecules or nanomaterials of widely varying complexities.

4.4.7 Dynamic Light Scattering

Dynamic Light Scattering (DLS), also known as Quasi-Elastic Light Scattering 
(QELS), Photon Correlation Spectroscopy (PCS), and Light Beating Spectros-
copy,12–14 is a technique that relies upon temporal fluctuations in the light scat-
tered from an ensemble of the particles to determine their motion. Usually the 
motion in any colloid or aerosol is a random Brownian diffusion that is quanti-
fied by a size-dependent diffusion coefficient. The DLS method measures the 
decay of the temporal fluctuations in the scattered light, which is related to their 
diffusion which, in turn, is related to their size.

Since the size is determined from diffusion, the viscosity of the suspending 
medium must be known. The size is an effective mobility size related to both 
size and shape. Size ranges from nearly molecular dimensions—a few nanome-
ters to many microns can be determined. As with any light scattering measure-
ment, larger particles scatter more than smaller, and hence they dominate the 
measurement in any polydisperse system.

DLS requires a coherent light source. Most common laboratory lasers such as 
HeNe, argon ion, Nd:YAG, etc. have enough longitudinal and transverse coher-
ence to be useful for DLS. Good transverse coherence can be gained if the laser 
is operating in the TEM00 mode, which is characterized by a Gaussian beam 
profile. The donut profile TEM01* will work too but with some loss of signal to 
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noise. The scattering volume should be small to ensure good transverse coherence 
on the detector. The second thing needed for DLS experimentation is a detector 
capable of detecting single photons such as a photomultiplier tube or avalanche 
photodiode. The detector output is typically amplified, discriminated, and shaped 
for the third thing needed, a digital correlator. These are available commercially 
and typically provide analysis routines to make use of the method straightforward.

4.5 COMPARISON OF SPECTRAL TECHNIQUES USED FOR 
ELEMENTAL ANALYSIS

Certain techniques used for analyzing the nanoparticles of different elements 
are beyond the scope of this section. The applications of electron spectroscopy, 
light scattering, and EPR are considered in other chapters of this book devoted 
to the studies of concrete reactions or applications of the metal clusters and 
nanoparticles. The methods for analyzing nonmetals are touched upon in a 
chapter that deals with fullerenes and carbon nanotubes.

Due to the wide diversity of methods used for analyzing elements, their 
comparison is almost impossible. Hence, we restrict ourselves to the most popu-
lar spectral techniques. The most important characteristics of any method are 
its detection limit and the size of samples it is capable of analyzing. Table 4.1 
illustrates a comparative analysis of some techniques.

Summarizing, we mention certain problems associated with the analysis of 
the small clusters and metal nanoparticles. One of these problems is related 
to the size reproducibility of the particles obtained by different methods on  
micro- and macrolevels (this problem has already been touched upon above).

Studying the nanoparticles poses problems that arise when several analy-
sis techniques are used simultaneously. Solving this problem is of vital impor-
tance in nanochemistry. For the majority of chemical reactions that involve the 

TABLE 4.1 Comparative Analysis of Spectral Techniques

Technique

Detection limits (solid state)

SampleRelative % g

Atomic emission spectral analysis 10−7–10−4 10−9–10−7 10–100 mg

Atomic absorption analysis 10−8–10−5 10−3–10−11 0.1–1 mg

Atomic fluorescence analysis 10−8–10−6 10−11–10−9 1–5 ml

X-ray fluorescence analysis 10−5–10−4 10−7–10−6 1–5 ml

Spectrophotometry 10−4–10−3 10−11–10−8 0.2–10 ml

Laser mass spectrography 10−8–10−5 10−12–10−11 5–100 mg
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 particles with sizes of ca. 1 nm, i.e. containing up to 10 atoms, a stoichiometric 
reaction equation is difficult to determine. This is due to the fact that most of 
such reactions occur under nonequilibrium conditions and do not allow one to 
follow the changes in concentrations and compositions of the starting and final 
products. The techniques used for studying the composition, size, and  properties 
of the nanoparticles require further development and improvement.

To date, the complications associated with studying the highly active par-
ticles built of small numbers of atoms are overcome using various theoretical 
methods. The electronic structure of metal clusters is analyzed by two nonem-
pirical methods: the density functional method and the Hartree–Fock method 
of configuration interactions. The former method provides information on the 
ground states of neutral and charged particles but fails to describe excited states. 
The Hartree–Fock method gives insight into both ground and excited states of 
neutral and charged particles. However, the optimal geometry of a cluster can 
be determined only for small particles, because calculations for multielectron 
clusters require much longer time.

For analyzing metals with strongly delocalized valence electrons, an elec-
tron shell model that assumes that valence electrons of each atom in a particle 
become free and are localized at the cluster boundaries is used. For the spherical 
particles, closed shells occur only for the electron number n  =  2, 8, 18, 34, 40, 
…. For clusters of alkali metals, the particles in such electron states are called 
“magic.” In contrast to the “gel” model, the shell model considers the positive 
charges of atoms as spread over a homogeneous substrate and, hence, ignores 
the properties associated with the atomic structures of clusters. The particles 
with closed electron shells are spherical, whereas shells of open clusters are 
deformed, which is reflected in the energy of a shell and is taken into account in 
ab initio quantum-mechanical calculations.

Thus, a wide variety of techniques are used for studying the individual 
nanoparticles. However, to comprehensively investigate the metal nanopar-
ticles, which have high reactivities and are able to change them depending 
on the kinetic and thermodynamic conditions, new methods should be devel-
oped. Moreover, these methods allow one to not only measure but also to fol-
low in detail the changes in the properties of the nanoparticles during their 
formation and subsequent self-assembling and also should help to develop  
high- performance nanotechnological devices on their basis.
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Low-temperature reactions of metal vapors date back to studies by N.N. Semenov 
in 1928. During condensation of cadmium and sulfur vapors on a surface cooled 
by liquid nitrogen, he observed a periodic reaction that  propagated from the 
center of a condensed film.1 The reacted substances formed zones shaped as 
concentric rings.

In the late 1950s, vapors of sodium, potassium, and magnesium were 
used for initiating low-temperature polymerization. Magnesium exhibited the 
 highest activity. The joint condensates of magnesium vapors with acrylonitrile, 
methylacrylate (MA), acrylamide, and certain other monomers underwent rapid 
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solid-phase polymerization at low temperatures. The results of these studies 
have been generalized.2

Our studies of low-temperature co-condensates of metal vapors with 
vapors of various ligands started in the late 1970s and, naturally, relied on 
the  previous experience. The research carried out formed the basis of a new 
actively developing direction—cryochemistry of nanosize metal particles or 
 cryonanochemistry.3–9

5.1 REACTIONS OF MAGNESIUM PARTICLES

The choice of magnesium was based on the previous experience in co-condensation 
of magnesium with acrylonitrile and their EPR investigation.10

New remarkable results were obtained for the reactions of atoms, clusters, 
and nanoparticles of magnesium with polyhalides of methane at low and super-
low temperatures. The absence of magnesium reaction with carbon tetrachlo-
ride in solutions was usually cited as the evidence that polyhalide hydrocarbons 
do not form Grignard reagents. A radically different situation takes place at 
low temperatures. Carbon tetrachloride is “rigid” to a certain extent and at low 
temperatures can sometimes be used as a matrix.11,12 In this connection, it is 
most likely that no large magnesium aggregates are formed in co-condensates of 
magnesium with excessive carbon tetrachloride at 77 K. Stabilization of small 
clusters is more probable.

5.1.1 Grignard Reactions

IR spectroscopic studies of low-temperature co-condensates of magnesium 
with carbon tetrachloride allowed the formation of a Grignard reagent to be 
detected at 77 K; in other words, it allowed the insertion of a magnesium atom 
into the carbon–chlorine bond to yield a trichloromethyl radical and dichloro-
carbene.13–16 As a result, the following scheme of parallel concurrent reactions 
was put forward:

Mg + CCl4

Cl3CMgCl CHCl3
H2O

77K

CCl3

CCl2

C2Cl6

C2Cl4

The formation of trichloromethyl radicals and dichlorocarbene was con-
firmed by the presence of hexachloroethane and tetrachloroethylene in  reaction 
products, which were identified in IR spectra and gas chromatograms. The 
reaction products of water with the low-temperature condensate were shown 
to contain chloroform, which additionally testifies the formation of a Grignard 
reagent.
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A single-stage synthesis of a Grignard reagent with fluorobenzene was 
realized at liquid nitrogen temperature.17 In solutions, such a process is hin-
dered and proceeds in two stages.18 EPR studies of the reaction of magne-
sium with benzyl halides C6H5X, where X = F, Cl, Br, or I helped to reveal 
radicals that appeared with the detachment of a halogen atom by magnesium. 
As seen from EPR spectra in Figure 5.1, the spectrum of benzyl bromide 
is sufficiently well resolved, whereas the benzyl fluoride spectrum dem-
onstrates only a singlet that was assigned to the formation of a radical–ion 
pair.19 Distinct acryl radicals were observed at the interaction of magnesium 
with alkyl chlorides.

The question of the participation of radicals or radical–ion pairs in the 
 formation of Grignard reagents was solved by studying the effect of temper-
ature on the reaction kinetics. Figure 5.2a shows the changes in EPR signal 
intensity for alkyl radicals (curve 1) and radical–ion pairs (curve 2) in a solid 
co-condensate of magnesium with n-octyl chloride as a function of temperature 
and time. As can be seen, the relative intensity of the alkyl radical signal gradu-
ally decreased with an increase in temperature, and the radicals disappeared at 
T = 123 K. The concentration of radical–ion pairs increased with an increase in 
temperature, reached a maximum at T = 123 K, and then decreased.

A correlation between the Grignard reagent yield (Figure 5.2b) and the 
 concentration of radical–ion pairs (Figure 5.2a) was observed. The experimen-
tal results obtained suggest that the formation of a Grignard reagent involves 
 radical–ion pairs rather than free radicals.15,19 It is possible that radicals also take 
part in the Grignard reagent formation. Such mechanisms have been  repeatedly 

FIGURE 5.1 EPR spectra in the magnesium–halogen derivatives: (a) n-choropentane, (b) n-fluo-
rooctane, (c) fluorobenzene, and (d) bromobenzene.
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proposed in the literature. Under low-temperature conditions, the reaction of 
halogen abstraction by a metal atom competes with that of metal insertion into 
a carbon–halogen bond. For compounds with weak carbon–halogen bonds such 
as iodides and bromides, the formation of radicals and the products of their dou-
bling prevail, i.e. the Würtz reaction is observed. The totality of results obtained 
for the low-temperature interaction of magnesium particles with alkyl and aryl 
halides allowed the proposal of the following scheme:

RX + M gn

[RX- M gn+ ]. .

RM gX + M gn- 1

M gnX + R

RX

R- R

M gn- 1 + M gX2 + R.

..

The formation of radical–ion pairs depended not only on the carbon–halo-
gen bond strength but also on the metal–carbon ratio. An increase in the metal 
concentration assisted the charge transfer and the appearance of radical ions.

Considering the example of butyl halides (Würtz reaction), the dependence 
of the yield of radical-doubling products on the energy of  carbon–halogen 
bond and the magnesium concentration was studied.20  Figure 5.3 shows the 
results obtained. As seen, with an increase in the magnesium concentra-
tion in the n-C4H9Cl–Mg system, the octane yield decreases, whereas it 
remains virtually unchanged for the n-C4H9Br–Mg system and increases 
for the n-C4H9I–Mg system. These results agree with the reaction scheme 
proposed.

FIGURE 5.2 Kinetics of reactions in the magnesium–chlorooctane system: (a) changes in the 
EPR signals of (1) alkyl radicals and (2) radical–ion pairs; (b) changes in the optical density D 
(ν = 555 cm–1) corresponding to the C–Mg bond formation.
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5.1.2 Activation of Small Molecules

The easiness of carrying out unusual reactions such as the synthesis of Gri-
gnard reagents using tetrachlorocarbon and benzyl fluoride, which occur in 
 low-temperature co-condensates and involve metal nanoparticles, pointed to the 
presence of stored energy in such systems. Such energy could be accumulated 
in the form of stabilized metal aggregates or in their metastable complexes with 

FIGURE 5.3 Dependence of the yield of n-octane C (mol%) on the magnesium concentration 
and the strength of C–X bond, where X = Cl, Br, I: (a) n-chlorobutane, (b) bromobutane, and (c) 
iodobutane.
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either organic or inorganic ligands. It seemed to be of interest to use the stored 
energy for activating low-active molecules, e.g. carbon dioxide. The choice of 
carbon dioxide is explained by the fact that comparatively few reactions occur 
with its participation. These are the syntheses of urea and carbonates of sodium 
and ammonium. To activate CO2, binding it into complexes, especially with 
metal nanoparticles at low temperatures, holds a great promise.

Solid samples containing one to three components, namely, a metal,  carbon 
dioxide, saturated or unsaturated hydrocarbons, and also, in special cases, argon 
as the diluter, were studied. In cryoreactions involving carbon dioxide, the 
 following metals were used: lithium, potassium, sodium, silver, magnesium, 
calcium, zinc, cadmium, mercury, and samarium.

We were the first to carry out and study the low-temperature reactions 
of  carbon dioxide with magnesium, calcium, and samarium particles in 
 co-condensates at temperatures ranging from 4.2 to 293 K.15,21,22

EPR spectra recorded in co-condensates of lithium and sodium with  carbon 
dioxide were assigned to the formation of M + CO −

2  complexes. This was addi-
tionally confirmed by analyzing IR spectra, which demonstrated  heating-induced 
changes in the intensity of sample lines. For alkali metal–carbon dioxide sys-
tems, the formation of intermediates, which included CO2 dimers and alkali 
metal atoms, was proposed.

Studies of the low-temperature interaction between magnesium and  carbon 
dioxide carried out by IR and EPR spectroscopy techniques have shown that 
the first stage of this process is the electron transfer with the formation of anion 
and dianion radicals. It was assumed that magnesium–carbon dioxide com-
plexes of various compositions and magnesium carbonyl were formed in the 
 co-condensates. Apparently, at the instant of co-condensation, certain other 
products such as magnesium oxalates and carbonates can also be formed. 
 Moreover, their formation occurs largely at the very moment of condensation.

The interaction of alkali and alkali-earth elements with carbon dioxide in 
low-temperature co-condensates involves the electron transfer and the forma-
tion of compounds of the M + CO −

2  type. Moreover, the ability of a metal atom 
to give away an electron, which is determined by its ionization potential, is of 
great importance. Indeed, there is a correlation between the functional ability of 
CO2 and the ionization potential of a metal atom. Lithium (I = 5.39 eV), potas-
sium (I = 4.34 eV), sodium (I = 5.14 eV), and samarium (I = 5.6 eV) easily enter 
into this reaction, whereas magnesium (I = 7.6 eV) and calcium (I = 6.1 eV) enter 
with difficulty. Cadmium, zinc, and mercury do not enter into this reaction, with 
ionization potentials being 8.49, 9.39, and 10.44 eV, respectively. For ionization 
potentials, reference data were used.23

Apparently, the aforementioned metal activity toward carbon dioxide and its 
relation with the ionization potential are not the only factors that determine the 
reactivity of the systems under study. There is yet no information on the exact 
number of metal atoms in an active particle; however, it is known that ionization 
potentials of metal particles vary within groups in the periodic system, strongly 
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depend on the particle size, and, as a rule, decrease with an increase in the 
cluster size. The trend for a decrease in the ionization potential with an increase 
in the number of metal atoms was associated with possible delocalization of 
the positive charge that appears upon ionization of a cluster containing a large 
number of atoms.

Size-induced peculiarities of cryochemical reactions allow one to consider 
low-temperature co-condensates as systems that can accumulate and store 
energy. Moreover, of special interest as the accumulators of energy are mul-
ticomponent systems containing metal nanoparticles. In this case, along with 
the energy associated with the presence of metastable states and defects and the 
geometric sizes of a sample and particles involved in the reaction, the energy of 
the conjugated processes should be considered. The essence of such phenomena 
may be illustrated by the fact that among two- and three-component systems 
with a common reagent, the former system can be relatively stable, while the 
latter can have a greater activity.

The interaction of carbon dioxide with ethylene in the presence of magnesium 
was studied.24 Samples were obtained by co-condensation of reagent vapors on 
a surface cooled by liquid nitrogen for a reagent ratio Mg/CO2/C2H4 = 1:5:50. 
For a comparison, Mg–CO2 and Mg–C2H4 co-condensates with compositions 
varying from 1:5 to 1:50 were studied. After the hydrolysis by water vapors, the 
reaction products were analyzed by chromatography–mass spectrometry tech-
nique. According to IR spectra, the co-condensate of magnesium with ethylene 
did not virtually differ from pure ethylene. The EPR spectrum revealed a signal 
with a g-factor of 1.9988 ± 0.0005 and a half-width of 7G. The signal intensity 
decreased with the heating of a sample up to 95 K and then disappeared.

A co-condensate of magnesium, carbon dioxide, and ethylene was stable at 
77 K, and its EPR spectrum represented a superposition of signals of individual 
systems. Heating of a 100-µm-thick film to 100 K resulted in an explosion reac-
tion accompanied by flashes.

According to chromatography data, the reaction products comprised at 
least 10 individual substances. Chromatography–mass spectrometry technique 
allowed identification of two compounds with the masses of molecular ions 
equal to 104 and 132. An interpretation of the spectra revealed the presence of 
diethylacetals of formic and propionic aldehydes. A possible reaction scheme 
is as follows:

Mg
2+

C

O

O

+
C

C
C

C
Mg

Mg
2+ C

O

O

C

C

C

C

Mg

O H2

C H2

O

O

CH2 CH3

CH2 CH3

The formation of compounds of magnesium with ethylene dimer was 
observed in low-temperature co-condensates.25 This reaction could not be real-
ized in films thinner than 10 mm under slow heating conditions owing to the 
 evaporation of ethylene.
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At 80 K, a reaction was shown to occur in a Li–CO2–C2H4 system with the 
reactant ratio of 1:20:10. The presence of water traces was beneficial for the 
reaction. According to IR spectra, lithium propionate is the possible reaction 
product.26 The substitution of sodium and potassium for lithium resulted in their 
reaction with carbon dioxide only. The authors failed to involve ethylene in this 
reaction. The reaction did not occur in the presence of water vapors. IR spectra 
of ternary co-condensates of carbon dioxide with samarium and silver, which 
were recorded after heating up to 293 K, demonstrated weak absorption of new 
products, which could not be identified.

Magnesium, zinc, and tin particles obtained in cryochemical synthesis were 
employed for the destruction of carbon tetrachloride in water.27 The reaction 
products were analyzed by chromatography–mass spectrometry, IR spectros-
copy, and chromatography. The activity of cryochemically synthesized metal 
particles was compared with that of the particles obtained by different methods. 
Cryoparticles exhibited the highest activity. It was assumed that the destruction 
of CCl4 proceeds via the formation of intermediate compounds of metal inser-
tion into the C–Cl bond, which easily reacted with water. Compounds CH3Cl, 
CH2Cl2, and CHCl3 also reacted via a similar scheme. The final products were 
hydrocarbons. A high activity of zinc cryoparticles was additionally confirmed 
by atomic force microscopy.28

On the one hand, the above examples show that low-temperature 
 co-condensates accumulate large portions of energy and can sustain conjugated 
chemical reactions. On the other hand, these examples suggest that the chemical 
nature of a metal plays an important role in the realization of cryochemical reac-
tions. Here, we have a problem of a balance between activity and selectivity.

5.1.3 Explosive Reactions

A phenomenon of fast, virtually explosive cryochemical reactions was studied 
most comprehensively by the example of magnesium–alkyl halide systems. For 
the first time, this phenomenon was revealed in the course of recording EPR 
spectra, when a slight shaking of the reactor resulted in an explosive reaction.29 
Filming of this process has shown that the reaction takes less than 0.01 s. Fur-
ther studies with different halogen derivatives made it evident that the reaction 
depends on the thickness of magnesium–alkyl halide co-condensate films.30,31 
Table 5.1 shows the results obtained. The process was initiated by an impact 
of a needle.

A comprehensive study of co-condensate films formed by magnesium and 
dichloroethane allowed the mechanism of fast explosive reactions involving 
magnesium to be refined.32 As seen from Figure 5.4, an explosive reaction 
between magnesium and dichloroethane occurs at a certain critical thickness 
Lcr (4 µm). The conversion reaches nearly 100%. The reaction is accompanied 
by heat liberation, gas evolution, and mechanical destruction of the film. The 
critical thickness depends on the reagent ratio and the temperature of a surface 
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onto which the reactants are condensed. The effect of magnesium content on 
the average critical thickness Lcr at temperatures lower than 80 K is illustrated 
as follows:

Mg content (mol%) 10–20 20–25 25–30 30–50
Critical thickness (mm) 9.5 3.6 2.7 1.5

As seen from these data, a threefold increase in magnesium content results 
in more than a sixfold decrease in Lcr. The critical value has a minimum corre-
sponding to the equimolar magnesium/dichloroethane ratio of 1:1. An increase 
in the surface temperature narrows the explosion region. It is significant that 
the sample was amorphous in the initial state and crystalline in the final state; 
moreover, the reaction need not involve the whole film and could proceed on 
its part. A certain interaction between the reacting and the nonreacting parts of 
a sample was observed, self-propagating waves were formed, and the internal 

TABLE 5.1 The Effect of the Alkyl Halide Nature and the Thickness of its 
Co-condensate with Magnesium on the Cryoexplosive Reactionsa

System Lower limit (µm) Upper limit (µm)

Mg–1,2,–C2H4Cl2 20 90–100

Mg–C6H5Cl 90–110 220–270

Mg–C6H5J 35–40 120–140

aThe co-condensation rate was 2 × 1016 molecule/s cm2, and the impact force was 
5 × 10−4 − 5 × 10−3 J.

FIGURE 5.4 Dependence of the critical thickness of co-condensate film of magnesium and 
1,2-dichloroethane on the composition and the support temperature: (1) at 80 K, (2) at 90 K; I and 
III—critical temperatures at 80 and 90 K, respectively; II and IV—limiting temperatures at which 
no explosive reactions were observed at 80 and 90 K, respectively.
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energy of mechanical stresses initiated the explosion. The probability of a fast 
reaction decreases with an increase in the surface temperature, which together 
with the absence of preexplosion heat up allows us to exclude the  mechanism 
of thermal explosion from our consideration. The explosion is unlikely to occur 
at slower condensation rates. Explosions were also not observed at 110 K. To 
describe a phenomenon under consideration, a model was developed based on 
an assumption that the condensate film formation generates mechanical stresses 
that, in turn, cause plastic deformations and cracking as soon as the film grows 
to a certain critical thickness. Plastic deformations result in an increase in 
the mobility of molecules and in an acceleration of chemical  interactions or 
 crystallization.

The processes that occur in low-temperature film condensates can be studied 
by calorimetric techniques. An original thin-film differential scanning calorim-
eter that allows studying condensation of reagent vapors on a support with a 
temperature of 80–300 K has been designed.33 This setup was used for record-
ing calorimetric curves in condensates of butanol-1 and water. By the example 
of water condensates, a spontaneous crystallization of the amorphous water 
condensate that occurred upon a condensate film of a certain thickness was 
observed for the first time.34,35 Amorphous water films of approximately 0.5-µm 
thickness were obtained by condensation of water vapors on a copper plate of 
the calorimeter under molecular beam conditions at 80 K. The condensation rate 
varied from 6 × 1014 to 5 × 1016 cm−2/s (0.01−1 µmol/min). After the film grew to 
a certain critical thickness, a spontaneous surge of heat liberation was observed. 
Figure 5.5 shows a typical calorimetric curve.

The critical film thickness at the instant of initiation of a fast process 
was 4 mm. The liberated heat amounted to 0.2–0.7 KJ/mol and depended on 
 experimental conditions. Such substantial heat liberation was assumed based on 
the results on the crystallization of amorphous water, which was observed upon 
the formation of a film thinner than the critical value in the temperature range 
163–167 K. The crystallization heat was 1.2 ± 0.1 KJ/mol at a scanning rate of 
3 K/min.

As mentioned above, upon reaching the critical thickness, the fast, explo-
sive reactions can be initiated by mechanical stresses that arise during the 
formation of a sample. A water condensate was studied in a cryotensometric 
setup,30 which provided conditions of sample formation comparable with those 
in a  calorimetric setup. After the film reached a certain critical thickness, the 
stresses were abruptly relieved from 11 to 1 mPa, and the formation of a visible 
net of cracks was observed.

On the basis of the results obtained, we can infer that upon the attainment 
of a critical thickness, internal mechanical stresses initiate film destruction 
and crystallization of a sample. It is reasonable to assume that, being inter-
related via a positive feedback, the destruction and crystallization processes 
cause an autowave process of avalanche crystallization in the amorphous film. 
A more detailed study allowed the authors to relate the observed size effect with 
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fast heat liberation, generation of cracks, and a sharp decrease in the internal 
mechanical stresses.

The film destruction and the chemical reactions or the crystallization 
 processes are interrelated by a positive feedback and generate autowave explo-
sive chemical reactions or crystallization processes during the formation of 
co-condensate films. The same peculiarities as those observed above for the 
magnesium–dichloroethane system were also revealed for reactions of  acetyl 
chloride with diethylamine and cyclopentadiene with TiCL4 and also for 
polymerization reactions initiated by magnesium vapors.36,37 A more sophis-
ticated model of cryoexplosive reactions was developed,32 and the dependence 
of the reactions on the conditions of sample formation was examined.38,39 The 
observed extreme dependences on the condensation rate were explained on the 
basis of a kinetic model that took into account the nucleation processes dur-
ing crystallization. Figure 5.6 illustrates the effect of mechanical energy on 
the  processes occurring in growing films at low temperatures.31,40 It should be 
stressed that explosive processes can involve only a part of a film and repeat if 
the film formation continues after the explosion.

An explosive reaction can be initiated by an external impact, either thermal 
or mechanical, or arise spontaneously after the end of film formation or during 
its exposure under isothermal conditions.

FIGURE 5.5 Dependence of the power of heat effects on time during the formation of water con-
densate (fast reaction domain, condensation rate, 0.9 µm/min; substrate temperature, 80 K; critical 
thickness, 4 µm).
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Conditions of film formation determine the critical thickness at which 
explosive processes are observed. As already mentioned above, an increase in 
the support temperature and a decrease in the co-condensation rate inhibit spon-
taneous explosive processes. Hence, low-temperature processes associated with 
the formation of structures and their changes in co-condensates and also with 
the size of formed particles play the decisive role as regards concrete chemical 
mechanisms. The processes that occur in films at their formation can be initi-
ated by cracking upon reaching an ultimate strength. Thus, in low-temperature 
reactions, physical and chemical processes are deeply intertwined.

5.2 SILVER AND OTHER METALS

Low-temperature co-condensation under kinetic control can involve the 
 formation of metastable porous crystals, which are capable of incorporating 
other substances of certain sizes and shapes. Realization of chemical reac-
tions in such systems opens up a possibility of controlling the reactivity under 
 conditions of structural ordering. Thus, modifying the structure of succinic 
anhydride during low-temperature co-condensation changed its selectivity in 
the reaction with 1,2-diaminopropane.40 A similar approach was applied for 
synthesizing metal-containing polymers. By the low-temperature condensation 
of acrylamine–potassium systems, a polymer with polymeric chains packed 

FIGURE 5.6 Generation of mechanical energy in a growing co-condensate and the processes 
accompanying this phenomenon.
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in layers (interlayer distance 11.2 Å) was obtained.41 The polymer exhibited a 
sorption ability toward alcohols.

5.2.1 Stabilization by Polymers

Synthesis of materials, which either consist of metal nanoparticles or incorporate 
them in their compositions, is impeded by the high activity of these particles. 
Recently, a new method for stabilization of nanosize metal particles was pro-
posed.42–44 Essentially, the method consists in using monomers, which can be 
polymerized at low temperatures. Thus, polymeric films containing aggregates 
of metal atoms were formed when metal particles with vapors of p-xylylene 
obtained by pyrolysis of di-p-xylylene were co-condensed on a cooled surface 
and then heated up to 110–130 K or were illuminated with mercury-lamp light 
at 80 K. The polymerization process proceeded via the following scheme:

CH2

CH2

CH2

CH2

CH2CH22

CH2 CH2

. .
2

.
CH2CH2

.
CH2CH2

CH2 CH2CH2 CH2[ ]
n

Poly-p-xylylene (PPX)

A polymer can incorporate and stabilize metal clusters. Films of 
 poly-p-xylylene with incorporated metal particles could be withdrawn from 
the reaction vessel for further studies. Samples were studied using the electron 
microscopy techniques. Figure 5.7 shows one of the images obtained for lead 
clusters. As seen, the particles are globular.

A histogram in Figure 5.8 demonstrates that the particle size is distributed 
over the range 2–8 nm. Their average diameter was estimated to be 5.5 nm. 
Table 5.2 shows the synthetic conditions for poly-p-xylylene films and the aver-
age diameter of the particles. The tabulated data allow one to conclude that a 
rather wide variation of the lead content in a sample has virtually no effect on 
the average size of the particles. Along with lead, the nanosize particles of Zn, 
Cd, Ag, Mg, and Mn were stabilized in poly-p-xylylene films.

IR spectroscopy provides information on stabilization of globular parti-
cles of different metals in polymeric films. It was found that Zn, Pb, and Ag 
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induce no noticeable changes in IR spectra of systems monomer–metal and 
 polymer–metal. This points to the absence of strong interactions, e.g. those 
resulting in the formation of organometallic compounds (OMC).

A quite different situation is observed for magnesium.  Magnesium–p-xylylene 
co-condensates revealed the formation of new bands at 1210 and 1483 cm−1, 
which are probably associated with the electron transfer from magnesium 
to  benzene rings in a magnesium–p-xylylene complex. Heating resulted 
in the appearance of new bands at 720 and 740 cm−1, which indicated the 
 transformation of a low-temperature π-complex to a σ-complex. Table 5.3 

FIGURE 5.8 Size distribution of polymeric-film-isolated lead particles.

FIGURE 5.7 Electron microphotography of lead particles in poly-p-xylylene film.
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TABLE 5.2 Synthetic Conditions for Films and the Average Size of Lead 
Particles

Pb, Tb (°C)
p-xylylene, 
Tpyrolysis (°C)

UV 
irradiation

Lead content 
(mass%)

Average 
diameter of 
particles (nm)

742 495 − 6.5 5.2

600 600 − 0.5 3.4

625 630 0.1 6.9

625 630 + 0.1 7.4

735 605 − 1.9 5.5

735 605 + 1.9 6.7

TABLE 5.3 Absorption Bands in Co-condensates of Metals with Poly-p-
xylylene (PPX) at 80–300 K266

Metal
Absorption bands 
(cm−1)

Temperature 
(K)

Assumed assignment to a 
complex

Zn 855 80 π-complex of ═CH2 group with Zn

1900 (ampl.) 120–300 π-complex of Zn with PPX

Cd 855 80 π-complex of ═CH2 group with Cd

1900 (ampl.) 120–300 π-complex of Cd with PPX

Pb 865 80 π-complex of ═CH2 group with Pb

1900 (ampl.) 120–300 π-complex of Pb with PPX

Ag 860 80 π-complex of ═CH2 group with Ag

1900 (ampl.) 120–300 π-complex of Ag with PPX

1790 (ampl.) 120–300 π-complex of Ag with PPX

Mg 1500 80 CTC of Mg with PPX

1483 80–300 π-complex of Mg with PPX

1210 80–300 π-complex of Mg with PPX

740 140–300 σ-complex of Mg with PPX

720 140–300 σ-complex of Mg with PPX

Mn 1592 80–300 Stable π-complex 
 manganese–monomer

1578 80–300
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shows the results of IR studies of joint condensates formed by metals and 
p-xylylene.45

Individual poly-p-xylylene films are good insulators. The introduction of 10 
mass% lead did not affect their high insulation properties, and the film had a 
specific resistance of 1016 Ω/cm2. The crystalline and metallic nature of particles 
incorporated into a poly-p-xylylene film was also detected by X-ray diffraction 
methods. The fact that such particles as ZnS and PbS could be incorporated into 
poly-xylylene films is also of certain interest.43

Along with incorporation of nanosize metal particles into poly-p-xylylene 
films, synthetic methods were developed for incorporating cryochemical parti-
cles into polyacrylamide gels. Moreover, in situ syntheses of silver nanoparti-
cles in cross-linked polyacrylamide gels and inverse micelles based on sodium 
isooctylsulfosuccinate (AOT) were carried out. The potentialities of the vari-
ous methods used for the formation of metal nanoparticles were compared.44 
Studies of the reactivity of metal nanoparticles have shown that the solvent 
nature and, in particular, its polarity are of great importance. A method for 
the synthesis of organic dispersions from metal clusters, which involves joint 
condensation of vapors of an organic solvent and a metal in vacuum on a sup-
port cooled to a low temperature, followed by resolvation of metal particles, 
was proposed.46

Polymers with incorporated metal nanoparticles open up possibilities for 
synthesizing new materials. For instance, poly-p-xylylene films containing 
 silver particles (1.5 mass%) exhibited catalytic activity in a model reaction of 
methanol oxidation. High sensitivity of lead-containing films to ammonium was 
observed. Such films were proposed for use as new ammonium sensors having a 
response enhanced by 4–5 orders of magnitude.47,48 Figure 5.9 shows the results 
of AFM studies of poly-p-xylylene films with deposited lead particles. Such 
films can be used as sensors for wet ammonium.49

The use of monomers of the acryl series for stabilizing nanoparticles of 
 various metals, particularly silver, was studied in detail. The results are sum-
marized in Table 5.4.

A setup that allows one to obtain bimetallic cryoorganic dispersions by low-
temperature vacuum condensation of vapors of two different metals and an 
organic substance was developed. A synthesis of bimetallic nanoparticles in the 
silver–lead–MA system was studied most thoroughly.50

In line with the elaborated systematic approach to studying bimetallic 
nanoparticles, the detailed studies of individual metals were also carried out. 
The choice of a silver–lead–MA system was based on the preliminary studies 
of the properties of Ag–MA and Pb–MA pairs, particularly their stability. The 
choice of the silver–lead system was also supported by quantum-chemical esti-
mates of properties of mixed bimetallic nanoparticles.51

Bimetallic cryoorganodispersions were obtained using two independent 
evaporators mounted in a semicommercial glass reactor (Figure 2.7).
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The metal content in organosols was determined using atomic emission 
spectrometry with induction-confined plasma and also by analyzing X-ray 
 fluorescence spectra.

Red-brown organosols Ag–Pb–MA formed during slow (~1 h) heating of 
low-temperature co-condensates retained stability in argon atmosphere for sev-
eral days. A Pb–MA system that was studied in parallel behaved in a similar 
way. MA that was evaporated during the cryosynthesis could be quantitatively 
removed from the resulting Pb–MA and Ag–Pb–MA organosols, which points 

FIGURE 5.9 Lead nanoparticles on the surface of poly-p-xylylene film, synthesized by condensa-
tion.
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to the absence of polymerization under experimental conditions. Thus, lead, in 
contrast to silver, does not initiate MA polymerization. Moreover, the behav-
ior of the bimetallic system with respect to MA polymerization resembled the 
behavior of a Pb–MA system rather than of Ag–MA systems studied earlier. 
From our viewpoint, such a behavior is associated either with some nonadditive 
changes in nanoparticle properties during the transition from binary Pb–MA 
and Ag–MA systems to ternary Ag–Pb–MA systems or with the inhibition of 
silver-induced polymerization of MA with lead atoms.

TABLE 5.4 Low-temperature Co-condensation of Vapors of Metals and 
the Monomers of the Acryl Series

Co-condensation Products
Polymer yield 
components

Acrylic acid (AA) AA 0%

Ag–AA Agn–poly-AA (solid 
film + AA)

≥30–50% (co-condensation)

≤5–10% (layered 
 condensation)

Mn–AA Mnn–poly-AA (solid 
film + AA)

>50%

Methylmethacrylate 
(MA)

MA 0%

Ag–MA Agn–(MA + poly-MA) sol 1–3%

Particle size: 10–15 nm Agn–poly-MA Slow polymerization in Ar 
atmosphere

Mn–MA Mnok – poly-MA Slow polymerization in Ar 
atmosphere

Sm–MA Smok–poly-MA (solid film) 50%

Sn–MA Snok–poly-MA (solid film) 50%

Pb–MA Pbn–MA (suspension) 0%

Particle size: 5 nm

Bimetallic systems

(Pb–Ag)–MA (Pbok–Agn)–MA (sol) 0%

Particle size: 5 nm (Pbn–Agn)–poly-MA Slow polymerization in Ar 
atmosphere

(Ag–Mn)–MA (Agn–Mnn + Mnok)–poly-
MA

Slow polymerization in Ar 
atmosphere
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MA is apparently a less-effective stabilizer of nanoparticles as compared 
with polymethylacrylate, which forms on their surface a polymeric coating that 
prevents their aggregation. Hence, lead nanoparticles and bimetallic Ag–Pb par-
ticles form aggregates in organosols, which is evident from their electron micro-
scopic images. In both cases, the particle size did not exceed 5 nm, i.e. turned 
out to be smaller than the diameter of silver nanoparticles (7–15 nm) formed 
under similar conditions.

Interesting information follows from the absorption spectra of cryo-
chemically synthesized organosols. The spectrum of Pb–MA organosols was 
 characterized by the presence of the absorption band of lead plasmon with 
the maximum at ~220 nm. Oxidation of lead particles with air oxygen was 
accompanied by a fast decrease in organosol absorption in the visible region 
and by the appearance of opalescence. The absorption band of silver plas-
mon in an Ag–MA organosol had a maximum in the 416–420 nm range. In 
the  Ag–Pb–MA organosol spectrum measured under argon atmosphere, this 
band was shifted to the red region (λmax = 438 nm). Letting air into the system 
was accompanied by further shift of λmax to 453 nm. During the next 1–1.5 h, 
λmax gradually approached 466 nm, while the band intensity somewhat faded 
probably because of oxidation of lead contained in bimetallic particles. The 
interpretation of optical absorption spectra of colloidal dispersions of metal 
particles poses a multifactor problem. At the same time, the electron micros-
copy results allowed the aggregation of nanoparticles to be considered as the 
main reason for the red shift (416–420 → 438 nm) observed in an inert atmo-
sphere. Lead oxidation by air oxygen can affect the stability of bimetallic 
particles. In this case, the observed long-wavelength shifts (438 → 453 and 
453 → 465 nm) point to the evolution of aggregation processes and, probably, 
certain  lead-oxidation-induced changes in the electronic state of bimetallic par-
ticles. Further studies would make it possible to elucidate how the composition 
of bimetallic particles and the structure and properties of the organic-ligand 
surface layer affect the optical and chemical properties of cryochemically syn-
thesized nanoparticles and their organosols.

The conductivity of certain films containing two metals was studied.52–54 
Direct-current measurements were carried out in the range 10–11–10–7 A by heat-
ing film samples from 80 K to room temperature. A system of  co-condensates of 
silver and samarium vapors on poly-p-xylylene was studied most  extensively. 
The results obtained were compared with the data on individual metals. The 
temperature dependence of conductivity of films containing two metals rep-
resented a superposition of corresponding dependences obtained for films 
containing individual metals. As in the case of individual samarium films, the 
exposure of a sample at 100 K followed by heating to 250 K resulted in an abrupt 
loss of conductivity for a system containing both silver and samarium. The fur-
ther increase in the temperature entailed a conductivity rise by two orders of 
magnitude so that the further temperature dependence resembled that of a film 
containing silver only.
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A system of silver–lead on poly-p-xylylene was studied in more detail. 
According to electron microscopy data, heating of a film containing only lead 
resulted in the formation of globular nanoparticles, which induced a decrease in 
the film conductivity. In contrast, heating of silver-containing systems induced 
an increase in conductivity. In our opinion, this fact is inconsistent with both the 
temperature dependence of conductivity of compact silver and the  possibility of 
a heating-induced rupture of the islet silver film, owing to the higher temperature 
expansion coefficient of the polymeric sublayer. It can be assumed that the islet 
silver films form network or filamentary structures, which favors the increase 
in conductivity. In bimetallic systems, a second-metal effect that consisted in 
limiting the temperature-induced increase in the film conductivity was observed.

To elucidate whether the donor–acceptor interactions affect the conductivity 
of a metal in poly-p-xylylene, a series of experiments with naphthalene were 
carried out. The effect of naphthalene on the conductivity of islet films formed 
by sodium and silver was studied. As compared with films formed on both 
p-xylylene monomer and poly-p-xylylene, the conductivity of a metal layer 
on a napthalene-covered polymer underwent no changes at 100–300 K. When 
islet films formed by sodium and silver on naphthalene supports were used in 
place of poly-p-xylylene supports, the time and temperature dependences of 
conductivity were similar to those of films formed on poly-p-xylylene without 
naphthalene. Apparently, even if any charge–transfer complexes (CTC) with 
naphthalene were formed, they had no effect on the conductivity.

Dependences of conductivity on time and temperature were obtained in 
bimetallic systems of sodium–silver on poly-p-xylylene and sodium–lead on 
poly-p-xylydene. Preliminary studies were carried out with systems based on 
individual metals. “Overall” curves represented a superposition of curves for 
individual metals. Thus, the behavior of a sodium–silver system combined a 
sharp decrease in conductivity observed upon the completion of film deposition, 
which was typical of individual sodium on poly-p-xylylene, and a conductivity 
rise as a result of film heating above 250 K, which was typical of silver islet 
films. In a bimetallic Na–Ag system, the conductivity decreased more smoothly 
as compared with individual sodium, and its increase started at higher tempera-
tures as compared with individual silver.

In the sodium–lead system, an abrupt drop in conductivity observed upon 
the completion of metal deposition, which is typical of sodium islet films, was 
followed by a smoother decrease, in contrast to islet films of individual lead, in 
which steady-state conductivity values were established only after the film was 
exposed to 100 K. Probably, the additivity of conductivity values observed by 
the example of Na–Ag and Na–Pb films may be attributed to the presence of a 
system of separate islets based on individual metals in a bimetallic system.

From our viewpoint, the conductivity measurements can be used as a control 
test that would allow one to elucidate the state of a system containing nanopar-
ticles of one or two metals as well as the changes in its state induced by various 
chemicals.
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Properties of polymer-stabilized silver nanoparticles were studied by vis-
ible and UV spectroscopy and by dynamic light scattering techniques.55 Joint 
condensation of vapors of silver and 2-dimethylaminoethylmethacrylate was 
realized in vacuum on the walls of a glass vessel cooled by liquid nitrogen. 
As evidenced by electron microscopy, heating to room temperature produced 
 polymer-stabilized silver nanoparticles measuring 5–12 nm. Dynamic light 
scattering studies have shown that the size distribution of silver particles is 
bimodal. Such a distribution is probably associated with the simultaneous exis-
tence of individual silver particles and their aggregates. The dependence of the 
radius of solvated particles on the solvent nature was studied. Of three solvents, 
namely, water, acetone, and toluene, the smallest silver particles were observed 
in acetone. Cryochemically formed silver particles were also stabilized in 
 isopropanol, acetone, acetonitrile, and toluene.56

Considering the example of a silver–lead–2-dimethylaminoethylmethac-
rylate system, the effects of metals on one another were studied. Mono- and 
bimetallic particles in this system were synthesized by joint low-temperature 
condensation of vapors of components on a vacuum-reactor surface cooled 
to 77 K. Composition of co-condensates was varied by regulating the power 
of independent resistive evaporators of metals. By using optical spectroscopy 
techniques, the compositions of co-condensates containing different relative 
amounts of silver and lead and the processes, which occurred in both inert argon 
atmosphere and in the presence of air oxygen, were studied. It was shown that 
with an increase in the lead content, the absorption band of silver nanopar-
ticles observed at 400 nm in the spectra of organodispersions (co-condensate 
melts) shifted in the short-wavelength direction. Simultaneously, the absorption 
in the UV range, which is typical of lead nanoparticles, increased. The results 
obtained make it possible to assume that the increase in the co-condensate tem-
perature and its fusion induce the formation of bimetallic nanoparticles with 
uniformly distributed metals.

It was found that in the course of a low-temperature synthesis, 1–2% of 
2-dimethylaminoethylmethacrylate is polymerized. The polymer formed sta-
bilizes the organodispersion formed during fusion of co-condensates. In the 
absence of lead, a part of silver was oxidized in air in the course of polymeriza-
tion of a sample and its storage in air. The presence of an oxidized silver form, 
probably its cations, was confirmed by the increase in the absorption intensity 
of silver nanoparticles upon the addition of a reducer, namely, hydroquinone 
to the melts and also by much greater resistance of organodispersions stored 
in argon atmosphere toward oxidation. Lead has a higher reduction potential 
as compared with silver. The presence of lead or some other reducing agent, 
e.g. hydroquinone in the co-condensate, prevents silver from oxidation. The 
introduction of silver nitrate into organodispersions containing either lead or 
lead with silver increased the absorption at 400 nm. From our viewpoint, this 
suggests that the volume fraction of silver nanoparticles increased when silver 
cations were reduced with metal lead.
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The results obtained point to nonadditivity of properties of bimetallic 
nanoparticles formed by the cryochemical method. By the example of the 
 silver–lead system, it was shown that the resistance of one of the components 
(silver) toward oxidation can be enhanced by varying the nanoparticle compo-
sition, i.e. by adding a more active metal (lead). By extending the conclusions 
drawn based on the results for silver–lead organodispersions to other bimetallic 
systems, we can extend the possibilities of controlling the stability and  reactivity 
of dispersions involving nanoparticles of two metals.

The behavior of systems containing metal nanoparticles, which were syn-
thesized by the cryochemical method, strongly depends on the low-temperature 
states and properties of compounds used either for stabilizing nanoparticles 
or for studying their chemical reactions. Detailed information on the phase 
 composition of individual compounds that interact with metal nanoparticles at 
low temperatures can be obtained by using a newly developed low-temperature 
differential scanning calorimeter.35,36

The measurements of conductivity of highly active systems containing dif-
ferent metals and alkyl halides were modernized with the aim of enhancing their 
sensitivity. Comb-shaped supports with gaps between electrodes of 50 × 0.5 mm 
were fabricated from glass textolite sheets of 0.2 mm thickness, which allowed 
the sensitivity of measurements to be enhanced by a factor of 25 when using the 
same equipment. To eliminate the surface effects, the interelectrode gaps were 
filled with insulating varnish and then polished together with the conductive 
coating. By using a unit with enhanced sensitivity, the conductivity variations in 
low-temperature condensates were measured in operando, i.e. in the course of 
chemical processes. The results obtained in metals–alkyl halides systems, where 
metals were represented by magnesium and calcium and alkyl halides, i.e. by 
butyl chloride, butyl bromide, and butyl iodide—suggest that correlations can 
be drawn between conductivity variations, the metal activity, and the mecha-
nism of cryochemical reactions involving metal particles of different sizes.

5.2.2 Stabilization by Mesogenes

Owing to its properties, the mesomorphic or liquid-crystal state of matter occu-
pies an intermediate place between solid crystalline and isotropic liquid states. 
Liquid crystals or mesogenes are mobile as liquids and, at the same time, resem-
ble crystals because they retain a long-range order as regards orientation and, in 
some cases, a translation. Studying chemical transformations in liquid crystals 
extends the possibilities of controlling the selectivity and the rates of chemical 
reactions.57 Specific features of reactions in liquid crystals and, particularly, at 
low temperatures were considered by several authors.58–60 Our analysis of the 
peculiarities in the structure and properties of mesogenic compounds, which 
were discussed in these studies, have led to an assumption that liquid crystals 
can be used for stabilizing nanosize particles of metals and, probably, for con-
trolling their shapes.
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Cyanobiphenyl (CB) films with silver particles were prepared by joint con-
densation of vapors of components on cooled surfaces of spectroscopic cryostats 
in vacuum.61,62 In a number of cases, to improve the resolution of the spectra, 
co-condensation was carried out in the presence of excessive inert component, 
e.g. a saturated hydrocarbon—decane. Condensation rates of evaporated com-
ponents were varied in the range 1014–1016 molecules (sec/cm2), and the film 
thickness was 2–100 mm. The metal-to-CB ratio was determined by special 
calibration of evaporation cells and varied in the range 1:1 to 1:100. The chemi-
cal analysis of obtained samples was carried out by an extraction-photometric 
detection of silver in its complex with dithizone. Ternary systems were prepared 
by joint condensation of vapors of silver and CB with a 100–1000-fold molar 
excess of decane.

Co-condensates Ag–CB were studied by IR, UV, optical, and EPR spec-
troscopies in a temperature range 80–350 K. The size of silver particles 
was determined by transmission electron microscopy at room temperature. 
The peculiarities of the observed spectra were compared with the results of 
 quantum-chemical simulation of equilibrium structures and theoretical spectra. 
For the analysis, packs of programs GAMESS and ALCHEMY were used.

Spectroscopic studies of film co-condensates with a component ratio from 1:1 
to 1:100 at 90 K and also of Ag–5CB–decane samples have revealed the presence 
of low-temperature metastable complexes, which were formed owing to the inter-
action of silver atoms with the π-electron system of CB molecules. IR spectra of 
Ag–5CB co-condensates (5CB is 4-phenyl-4′-CB) in the range of valence vibra-
tions of CN groups revealed two new bands at 2080 and 2030 cm–1 as compared 
with a film of 5CB ligand (2230 cm–1) containing no silver.61 Thus, CN-group 
bands shifted by −150 and −200 cm–1 as compared with the 5CB spectrum. The 
observed decrease in the valence vibration frequency of the C^N bond points to 
the formation of a π-complex of silver and CB. Indeed, the transfer of the elec-
tronic density from a binding orbital and the partial occupation of an antibinding 
orbital of the ligand should loosen the multiple bonds in the complex, i.e. reduce 
the vibrational frequency of the corresponding bond. A shift by 100–200 cm–1 
to lower frequencies was observed for the formation of π-complexes of certain 
transition metals with unsaturated molecules.63 Co-condensates Ag–5CB and 
Ag–5CB–C10H22 also demonstrated a new band in the region of 650–660 cm–1, 
which was assigned to metal–ligand vibrations in the Ag–5CB π-complex. 
Similar results were obtained for silver co-condensates with  different CBs. The 
fact that the intensities of IR spectrum bands corresponding to a π-complex 
varied in line with the co-condensate temperature variations allowed assigning 
the band to one and the same complex. The Ag–5CB complex was stable at low 
temperatures and decomposed at 200–300 K to give the starting compound and 
silver clusters. An IR spectrum of Ag–5CB co-condensate at room temperature 
resembled that of a film of individual condensate of 5CB molecules. The results 
obtained agreed with the low thermal stability of complexes of zero-valence 
metals with unsaturated compounds. The formation of π-complexes in the 
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system under study was confirmed by the results of quantum-chemical calcula-
tions carried out for 5CB by the example of its fragment PhCN.64

Physicochemical evolution of metal-containing atomic–molecular  systems 
of silver co-condensates with mesogenic CB 5CB was studied in a  temperature 
range 80–300 K using the EPR method. As clearly seen from  Figure 5.10, 
the co-condensate spectra measured at 80 K demonstrated signals with 
 well-resolved hyperfine interactions (HFI) on metal atoms. This indicated the 
formation of complexes of silver atoms with mesogenic ligands under condi-
tions of  low-temperature co-condensation. Parameters of doublet signals in 
co-condensates of silver with 5CB and 4-pentyl-4′-cyanophenylpyridine (5Py), 
which were estimated by simulation of spectra, are typical of the formation of 
π complexes of Ag107 (J = ½) and Ag109 (J = ½) atoms. A comparison of HFI 
constants determined for complexes and isolated atoms A (Ag107) = 611 G and 
A (Ag109) = 705.4 G, made it possible to assess the unpaired electron density 
on the s-orbital of the metal: ρs = 0.89 (Ag–5CB). The central signal “C” in 
the region of free-electron g-factor was associated with the absorption from 
the totality of silver clusters stabilized in the 5CB matrix. Such signals were 
observed for concentrated samples of silver co-condensates with inert gases 
and hydrocarbons. They were assigned to spin-resonance signals of conduction 
electrons in metallic nanoclusters.65 An average silver cluster in a co-condensate 
with a ratio Ag/5CB = 1/10 at 90 K comprised several tens of atoms (1–2 nm) as 
assessed from an experimental spectrum of the sample. With an increase in the 
 temperature in the range 80–150 K, the relative intensity of doublet compo-
nents in the spectrum decreased, while the intensity of the central component 
increased, which indicated the thermal decomposition of the complex and the 
growth of silver nanoclusters.

EPR spectra of copper co-condensates with 5CB were measured.66,67 The 
spectra demonstrated a strong anisotropic quartet signal. As in the A–5CB 

FIGURE 5.10 EPR spectrum in the system silver–4-pentyl-4′-CB: (a, b) hyperfine interaction on 
metal atoms and (c) absorption of silver clusters.
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 system, heating resulted in decomposition of the complex, aggregation of 
atoms, and formation of copper nanoparticles.

A possibility of photo-induced formation of silver nanoclusters in the 
temperature interval 80–90 K at UV irradiation of low-temperature samples 
was demonstrated. Furthermore, heating above 200 K resulted in a very fast 
decrease in the central line intensity and induced a very broad background 
absorption that can be attributed to the appearance of larger silver nanoparticles 
and their aggregates. As compared with the spectra measured in the absence 
of the metal, the optical spectra of Ag–5CB co-condensates at 90 K revealed 
a structured absorption band with a maximum at 360 nm, which  corresponded 
to pale  yellow co-condensate films.62 A quantum-chemical simulation of the 
excited states for a complex of the proposed structure showed the presence of 
several intense charge–transfer transitions of metal–ligand and ligand–ligand 
kinds in this region.68 It should be mentioned that in the range 390–420 nm, 
the absorption of small silver clusters can also be present. The structured band 
disappeared upon heating the co-condensate film to 200–300 K.69 Thus, the 
heating of a sample up to room temperature initiated thermal degradation of 
the complex and aggregation of liberated silver atoms. A wide band with a 
maximum at 440 nm, which appeared at these temperatures, was attributed to 
the absorption of surface plasmons of nanosize silver particles15,50 formed as a 
result of  silver aggregation during decomposition of complexes. Instantaneous 
heating of a sample to 300 K transferred the sample to the nematic  mesophase 
state, which manifested itself in an increase in the plasmon resonance absorp-
tion in the long-wavelength region of UV spectra and can be associated with 
both coarsening of silver particles as a result of further aggregation and the for-
mation of nonspherical, anisotropic metal particles in the  orientation-ordered 
matrix.

Thus, the samples obtained by low-temperature co-condensation of vapors 
of metal silver and CB and then heated to room temperature represented a 
 nanocomposite material, which consisted of silver nanoparticles stabilized in 
a CB matrix.70 The nematic properties of the material were retained. Thermo-
grams of obtained samples and individual 5CB were identical. Their textures 
corresponded to the nematic phase.

Low-temperature layer-by-layer co-condensation of vapors of silver, 5CB, 
and p-xylylene monomer followed by heating of the obtained film sample 
resulted in encapsulation of the metal–mesogen system into a polymeric film. 
Electron microscopic studies of film samples, which were prepared by the 
encapsulation of a silver-containing 5CB sample into poly-p-xylylene under 
conditions of vacuum co-condensation of reactants, revealed the existence of 
two kinds of metal particles stabilized in the mesogenic matrix at room tem-
perature.71 These were globular silver particles with diameters of 15–30 nm and 
anisotropic rod-like metal–mesogen particles longer than 200 nm, which were 
stabilized in a CB matrix. UV–visible spectra of Ag and 5CB films formed in 
poly-p-xylylene demonstrated a wide absorption band at 440–600 nm at room 
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temperature. An increase in the metal–ligand ratio in the sample resulted in the 
preferential growth of rod-like silver particles.70

Thus, in silver-containing films of mesogenic CBs obtained by 
 low-temperature condensation of vapors of components under molecular beam 
conditions, metastable π complexes of metal atoms with CB dimers were 
formed. The formation of metastable π-complexes in the temperature inter-
val of 90–200 K was confirmed by the results of IR, UV, and EPR spectro-
scopic studies in combination with the quantum-chemical simulations of the 
 “silver–cyanophenyl” model system. With an increase in the temperature, ther-
mally unstable complexes decomposed and silver atoms aggregated within an 
anisotropic liquid-crystal matrix to give nanoclusters and aggregates of silver 
nanoparticles. Heat- and photo-induced degradation of complexes in the tem-
perature range 90–200 K induced the formation of nanosize silver particles and 
their further aggregation within an anisotropic matrix. Such systems are promis-
ing for catalytic applications and can exhibit valuable electrooptical properties.

Yet another approach to studying stabilization and reactivity of metal 
atoms, clusters, and nanoparticles was developed in our studies. This approach 
is based on an idea of “interception” of active particles by “third” molecules. 
 Low-temperature interactions of atoms and small clusters give rise to the for-
mation and stabilization of either molecular complexes or ligand-surrounded 
metal particles of various sizes. With further heating, such formations are sta-
bilized by low temperatures and decompose with liberation of active metal 
particles, which, in turn, enter into reactions with other compounds. These 
compounds may either be present in the initial system or should be specially 
introduced during the heating. For such an approach to be realized, information 
on  thermodynamic and kinetic peculiarities of the systems that involve metal 
particles and a stabilizing ligand should be gained.

Competitive interactions in ternary co-condensates prepared according to the 
principle “single metal—two organic reagents” were studied. By the example of 
a system 5CB–carbon tetrachloride, a possibility of using labile complexes the 
thermal decomposition of which produces highly active particles, was consid-
ered. The introduction of an electron–acceptor ligand into the system was real-
ized for co-condensation of silver and 5CB with carbon tetrachloride. As shown 
earlier, the interaction of Mg with CCl4 at low temperatures involves synthesis 
of a Grignard reagent, detachment of one or two chlorine atoms, and formation 
of C2Cl4 and C2Cl6 among the products. IR spectra of the  Ag–5CB–CCl4 system 
showed the absence of any products similar to those obtained in the reaction of 
Mg with CCl4. At co-condensation of Ag, 5CB, and CCl4, carbon tetrachloride 
took part in the formation of more stable complexes, which did not decompose 
throughout the temperature interval of the matrix existence. IR spectra mea-
sured at 90 K in the range of valence vibrations of CN groups revealed a new 
band with a maximum at 2264 cm−1.

The band shift with respect to valence vibrations of CN groups in indi-
vidual CB was 137 cm−1. From our opinion, this points to the formation of 
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a σ-complex, which is stable throughout the interval of matrix existence. 
The introduction to the Ag–5CB system of benzene or decane as the third 
component induced no changes in the metal–ligand interaction and entailed 
strengthening of the metal bonding, owing to the increase in the total solid-
state mobility of molecules.

5.3 REACTIONS OF RARE-EARTH ELEMENTS

Nanochemistry of lanthanides or rare-earth elements (REE) has been insuf-
ficiently studied. In this section, we combined few literature data avail-
able and our own results. Lanthanides are multielectron systems, and their 
 quantum-chemical consideration poses many problems, which complicates 
the comparison of calculations and experimental results. Our initial studies of 
low-temperature condensates including those of lanthanides date back to the 
early 1980s.72

At present, REE are actively studied. This is associated with at least two rea-
sons. First, among the elements in the periodic table, REE are the least known 
and, second, their atoms, clusters, and relevant materials exhibit unique optical, 
magnetic, and catalytic properties. Vapors of REE such as Yb, Sm, and Eu when 
co-condensed with alkenes favor the insertion of a metal atom into the C–H 
bond, the rupture of the C–C bond, and oligomerization and dehydrogenation 
of C2H4, C3H6, and cyclopropane. However, attempts to extract individual OMC 
have failed.73,74

Relatively recently, cryochemical methods have allowed zero-valence OMC 
of lanthanum, ytterbium, and gadolinium with 1,3,5-tritretbutylbenzene to 
be obtained for the first time. Their yield approached 50%, and stability was 
retained up to (100 °C) 373.15 K or 373 K. The compounds had a sandwich 
structure. For gadolinium, the structure was established based on XRD data. 
Stable compounds were synthesized with Nd, Tb, Ho; labile compounds were 
prepared with La, Pr, and Sm.75,76

It was assumed that a metal atom should have an easily accessible d2s1 state. 
The instability can be due to a great covalent radius of a corresponding metal. 
The studies of magnetic properties of complexes confirmed the assumption 
drawn and a scheme, in which only three of the valence electrons of a lantha-
nide take part in binding benzene rings, while the other electrons remain in the 
f-shell.

In the periodic table, lanthanides are placed in a separate group because of 
their specific electronic configuration 4f  n6s2. In contrast to the d orbital, the 
population of a transition-metal 4f orbital usually has no effect on the  chemical 
properties owing to the small size of this orbital and its strong screening by 
occupied 5s and 5p orbitals. All lanthanides readily form positive oxidation 
states. An oxidation degree +3 is typical for most members of this series, 
although Sm and Eu, for instance, can have an oxidation degree +2. For samar-
ium  nanoparticles, it was found that clusters containing less than 13 atoms have 
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a valence 2, while for particles containing more than 13 atoms the valence state 
3 predominates.77

When carrying out chemical reactions involving metal atoms or their clus-
ters, it is of interest to compare their feasibility with similar reactions involving 
compact metals.

In low-temperature co-condensates formed by vapors of metals and different 
ligands, the high chemical activity of metal particles is combined with the high 
selectivity of the process and its dependence on the temperature. The totality of 
the mentioned factors allows realization of processes that never occurred with 
compact metals in the liquid phase at room temperature.

By studying reactions of lithium, sodium, magnesium, samarium, and ytter-
bium with acetone, it was shown that under cryosynthetic conditions clusters 
of lithium and sodium tend to form pinaconates, whereas compact metals form 
enolates.

Under conditions of cryosynthesis, samarium and ytterbium particles form 
pinaconates, whereas corresponding compact metals do not react with  acetone 
at room temperature. Magnesium, which has the highest first-ionization 
potential, forms enolate at low temperatures and pinaconate at room tempera-
ture. Reactions of metals with acetone and their possible mechanisms were 
 considered.78,79

In addition to reactions with acetone, reactions with acetylacetone were also 
considered for samarium and ytterbium.38 Co-condensation of samarium or 
ytterbium on a surface at 80 K for a metal-to-ligand ratio equal to 1:(20–500) pro-
duced light-brown films. These films lost their color when heated to 130–135 K, 
which was accompanied by the formation of samarium  tris-acetylacetonate as 
an adduct with one acetylacetone molecule.

H3C

H3C

O

O

SmCH3-C(O)-CH2-C(O)-CH3 + 3/2H2

3

Sm  +  4 CH3-C(O)-CH2-C(O)-CH3

The composition of this product was found by its elemental analysis and 
from the IR spectrum. As compared with the liquid-phase synthesis involving 
compact samarium, the cryochemical method made it possible to obtain anhy-
drous sublimated acetylacetone. The sublimated product yield depended on the 
molar ratio of the reagents in the co-condensate.

An attempt to enhance the volatility of samarium acetylacetonate by carrying 
out its reaction with fluorine derivatives failed. In co-condensates of samarium 
and hexafluoroacetylacetone with a molar ratio of 1:50, a spontaneous explo-
sive reaction accompanied by a bright flash was observed when a certain film 
thickness was reached. Analysis of IR spectra made it possible to conclude that 
concurrent reactions occur at two centers, namely, C]O and C–F bonds, which 
points to the high reactivity of these bonds at low temperatures.
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A comparative study of the chemical reactivity of atoms and small clusters 
of sodium, magnesium, and samarium in low-temperature co-condensates was 
performed on the example in their co-condensates with alcohols.80–82 Samarium 
reactions were studied more comprehensively.

A cryosynthesis involving a small excess of alcohol (5:1) with respect to 
samarium yielded samarium alcoholate; however, with a decrease in the metal 
ratio in the co-condensate (1:500 and lower), the alcoholate yield decreased. 
Reaction products contained hydrocarbons (e.g. n-pentane and traces of decane, 
for the case of n-pentanol-1). The pentane yield was 1.5 moles per mole of 
deposited samarium. Thus, in co-condensates strongly diluted with respect to 
metal, alcohols were reduced to hydrocarbons. Special experiments showed that 
hydrocarbons were formed in samarium–alcohol systems only in the course of 
condensation at 80 K. Alcoholates were formed in the course of heating of solid 
co-condensates.

The surface deposition of samarium and an alcohol was accompanied by 
completion of processes of atom–ligand interaction and aggregation of atoms. 
The following scheme was proposed:

Sm ROH ROH
RSmOH80K 80K

1.5 RH + (RO)1,5Sm(OH)1,5

Sm n
ROH

80 - 300K
Sm(OR)3 + H2

Sm n - 1

Presumably, this scheme includes an OMC, RSmOH, which is similar to 
the Grignard reagent. The experimental yield of hydrocarbons coincided with 
an estimate obtained based on the kinetic analysis of the reaction scheme. 
Moreover, such an analysis makes it possible to assess the effective ratio of 
rate constants for reactions of samarium atoms, which can either enter into the 
dimerization process or get inserted into a C–O bond of an alcohol molecule.82 
It was found that the interaction between samarium atoms is more likely than 
the reaction of samarium atoms with alcohol molecules. Moreover, the process 
was observed as an alternative for alcohol molecules containing even/odd num-
bers of carbon atoms.

The study of the evolution of co-condensation has shown that the reduc-
tion of alcohols to hydrocarbons proceeds at the instance of co-condensation. 

Probably, at the same moment, the intermediate compound of the insertion of 
Sm atom into the C–O bond as well as samarium clusters is formed, which are 
transformed to a corresponding alcoholate during further heating.

The scheme shown above and the kinetic analysis give only a partial pic-
ture of the processes occurring in low-temperature co-condensates. The compli-
cated nature of such reactions is evidenced by both the synthesis and catalytic 
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 properties of samarium co-condensates with hydrocarbons.83,84 This was stud-
ied by the example of cyclohexane, hexane, hexane-1, and cyclohexene. Cata-
lysts were prepared by the co-condensation of vapors at low temperatures. The 
catalytic activity was determined as a hydrogenation rate constant per mass 
unit of vaporized samarium. A catalytic system obtained by joint condensa-
tion of samarium and hexane turned out to be more active in the hydrogena-
tion of  hexane-1 as compared with cyclohexene hydrogenation. On the other 
hand, a catalytic system prepared by co-condensation of samarium with cyclo-
hexan was more active in cyclohexene hydrogenation and, vice versa, less active 
toward hexane-1. This phenomenon was named “memory effect.”

Thus, the chemical activity of a system depends on the size and shape of the 
particles that take part in its formation. During co-condensation, a certain linear 
or cyclic hydrocarbon provides the positions for samarium atoms and fixes the 
latter in these positions in a cluster, which predetermines subsequent hydroge-
nation reactions. In this case, we have an analogy with enzyme catalysis, where 
the enzyme–substrate interaction involves dynamic reconstruction and adjust-
ment of an enzyme active center to the corresponding substrate.

For similar ratios of components and equal co-condensation rates, the cat-
alytic activity is independent of the presence of double bonds in the hydrocar-
bon chain. For instance, the activity of co-condensates with hexane or hexene 
in hydrogenation of the same substrate was virtually the same. In contrast 
to catalytic activity, the specific surface area of catalysts was independent 
of the hydrocarbon/samarium ratio and amounted to 100 m2/g. The results 
shown above and the fact that on heating co-condensates evolved hydrogen 
allowed us to conclude that the catalytic activity is related with the forma-
tion of an OMC, and, moreover, the nature of the latter is the same in co-
condensates containing alkanes and alkenes. Such a compound was assumed 
to be RC^CSmH.84

Below, we show a possible reaction scheme for a metal/hydrocarbon ratio 
equal to 1:1000.

RCH2CH3 RCH2CH2SmH
Sm

-2H2

RC CSmH

Tm

RCH2=CH3

Sm    CH

RCH    SmH      CH3 Tm

-H2

Yet another limiting case is possible for a metal/hydrocarbon ratio equal to 
1:1. Such a condition favors the formation of samarium clusters. In hydrolysis 
products, a pronounced increase in the hexine fraction was observed. Inasmuch 
as no dehydrogenation was observed during condensation of hydrocarbons on 
pure samarium, it was assumed that samarium enters into the reaction in the 
form of clusters Smn by the scheme.
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RC CH + SmnH2α + (2-α)H2   0<α<2RCH2CH3

Smn

2n RC CH
Smn

(RC C)2Sm
n

+ H2

Intermediate dilution of the metal by an order of magnitude of 100 makes 
both schemes possible. An increase in the hydrocarbon–samarium ratio 
increases the fraction of metal atoms that produce a catalytically active com-
pound RC^CSmH. Samarium dihexinide formed at low hydrocarbon–samar-
ium ratios proved to be catalytically inactive.

In the above examples, the involvement of atoms or larger particles in 
the reaction was judged from the metal/ligand ratio. It was assumed that, as 
shown by the example of samarium reactions with hydrocarbons, a 1000-
fold ligand excess favors reactions of atoms, whereas a 1:1 ratio favors reac-
tions of clusters and nanoparticles. Of great importance are the nature of 
metal and ligand, the temperature of the co-condensation surface, dilution 
by inert compounds, and certain other factors mentioned above. The direct 
determination of sizes of reacting particles currently remains the central 
problem.

Low-temperature joint condensates of samarium and mesogenic 5CB and 
4-octyl-4′-CB (8CB) in the temperature range 6–300 K were studied by IR and 
UV spectroscopic techniques.85–87 The formation of two labile complexes with 
metal/ligand ratios equal to 1:2 and 1:1 was observed.88 At temperatures 170–
210 K, a solid-phase transformation of the Sm(CB)2 complex to Sm2(CB)2 
took place. The kinetics of this process is multistep, which points to the wide 
distribution over both the reactivity of complexes and the activation energy of 
solid-phase transformation.89 IR spectra of Sm–5CB co-condensates measured 
in the temperature range 95–273 K and also for different metal–ligand ratios 
at 95 K revealed two new bands with maximums at 2135 and 2085 cm−1 in 
the region of valence vibrations of CN groups, as compared with the IR spec-
trum of a film of pure 5CB. A shift by about 100 cm−1 in the low-frequency 
direction made it possible to assign these absorption bands to π-complexes. A 
co-condensate with a metal/ligand ratio of 1:1 had a single absorption band 
(2135 cm−1) at 95 K. With heating from 95 to 213 K, the absorption increased 
at 2085 cm−1 in synchronism with its reduction at 2135 cm−1. Thus, a trans-
formation of one complex to another occurred. Moreover, the changes in the 
band ratio, which accompanied the metal–ligand ratio variations, allowed the 
presence of two complexes with different compositions to be assumed.90 Spec-
tra of Sm–5CB film co-condensates in UV and visible ranges demonstrated 
two new overlapping bands with maximums at 390 and 420 nm.89 Absorption 
in this spectral range is typical of the CTC of transition metals with unsat-
urated organic molecules. The intensity of these absorption bands was also 
temperature-dependent. This trend provided an additional confirmation to the 
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existence of two complexes. The proposed structures of these complexes are 
as follows:

These models reflect the equivalence of 5CB molecules in a complex and the 
possibility of formation of sandwich compounds for zero-valence  lanthanides.

The time dependences of absorption by Sm (CB)2 complex cannot be linear-
ized in the coordinates corresponding to reactions of the first and second orders; 
hence, the solid-phase transformations of one complex to another are of the 
polychronic nature.311 This fact was associated with the wide  distribution of 
molecules over rate constants. From the kinetic dependence dA/(dlnt), we can 
obtain the function of distribution of molecules over reactivity ϕ(G) as

 1 / C0dC / d(ln t) = 1 / A0dA / d(ln t) = − RTϕ(G). 

Kinetic data on the transition of SmCB complex of a 1:2 composition to 
a complex with a 1:1 composition can be described by a linear dependence 
between the absorption of the 1:2 complex and ln t, which points to the rectan-
gular distribution of particles over free energy of activation.

In this connection, the thermal stability of zero-valence samarium complexes 
with 1,3,5-tri(tretbutyl)benzene was studied.91 An IR spectroscopic study has 
shown that this kind of a complex with absorption maximum at 967 cm−1 is less 
stable than a complex with absorption at 973 cm−1. Thus, the polychronic nature 
of the kinetics of decomposition of a low-temperature (967 cm−1) complex was 
demonstrated.92

In summary, the results obtained in the late 1980s and early 1990s on the 
reactions of metal particles in low-temperature co-condensates made it possible 
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to generalize and formulate several specific features for reactions involving two 
or more substances.93

These features include:

	l	 	the presence of mechanically stressed nonequilibrium states;
	l	 	the existence of a molecular organization in low-temperature condensates;
	l	 	the presence of nonequivalence in energy, kinetics, and thermodynamics; and
	l	 	sufficient mobility of reactants at the instance of co-condensation.

An analysis of the data on systems involving metal particles allowed the fol-
lowing conclusions to be drawn.94

 (1)  Nanosize metal particles are systems with stored energy, which is deter-
mined by uncompensated bonds of surface and near-surface atoms, contri-
butions of metastable states, latent heat of phase transitions, and energy of 
defects.

 (2)  The concentration of vacancies increases with a decrease in the particle size. 
These effects manifest themselves in the changes in the temperature of poly-
morphous transitions, a decrease in the lattice parameters, and an increase in 
the compressibility and solubility.

Classic thermodynamics does not describe particles smaller than 1 nm, and 
its application is complicated owing to the fundamental problem of determina-
tion of dimensional boundaries between different phases and the demarcation 
line between homogeneous and heterogeneous states. The energy of a system 
can be enhanced by its dispersion, while a traditional way consists of increasing 
the temperature.

The latter statement means that the chemical transformations unrealizable 
with compact metals are possible for nanosize particles. The analysis of the 
results obtained allowed a general scheme of studies to be proposed, which is 
illustrated in Figure 5.11.

In fact, when studying clusters, we deal with a certain size distribution 
dependent on the conditions of preparation of a system. Hence, of great impor-
tance is the kinetic analysis of cluster formation. By a computer simulation of 
one-dimensional growth of clusters, based on the model of diffusion-controlled 
aggregation in a system of growing particles, it was shown that the kinetics of 
cluster formation depends on the initial positions of particles, i.e. uniform or 
equidistant. At the uniform (random) initial distribution of atoms, in contrast 
to the equidistant one, clusters in the densest areas can grow in the very begin-
ning of particle motion. In this case, the initial rate of cluster accumulation is 
higher as compared with the equidistant distribution. The dependence holds for 
times exceeding the time of diffusion mixing. This effect was interpreted as 
the system’s memory.95 This model closely resembles the model of diffusion-
controlled aggregation,96 which includes three stages: deposition, diffusion, and 
irreversible aggregation.
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5.4 ACTIVITY, SELECTIVITY, AND SIZE EFFECTS

5.4.1 Reactions at Superlow Temperatures

Inert matrices and superlow temperatures make it possible to gain valuable 
information on the properties of metal atoms. Metal atoms form clusters and 
nanoparticles owing to aggregation. The knowledge of initial optical and dif-
fusion properties of atoms in inert matrices lays the basis for understanding 
the subsequent processes of formation and stabilization of nanoparticles. The 
reactivity of metal atoms and their trend to form clusters are determined by their 
interaction with the environment. Toward the beginning of 1990s, spectral and 
radiospectral techniques made it possible to gain comprehensive knowledge on 
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the behavior of atoms of virtually all elements in inert matrices at low tempera-
tures, except for REE.

The spectra of samarium in argon matrices demonstrate a great number of 
absorption bands, which could be identified because of the fact that individual 
transitions were well separated.97 Heating of samples had practically no effect on 
the spectrum. The presence of a great number of absorption bands in the samar-
ium spectrum was associated with either the existence of several stable positions 
of samarium atoms in the argon unit cell or their intense interaction with the inert 
gas, which lifts prohibitions for certain transitions and band splitting.

Increasing the metal condensation rate and carrying out photoaggregation 
made it possible to assign the absorption bands to samarium dimers. Light 
absorption in the wavelength range of most intense bands of atoms resulted in 
gradual disappearance of the atomic spectrum and the appearance of a new band 
in the vicinity of 646 nm, which was assigned to coarse aggregates of samarium. 
An increase in the condensation rate gave rise to absorption bands of the dimer 
at 352, 541, 599, and 727 nm. The samarium spectrum was sensitive to the sub-
strate temperature. Co-condensation at 15 K resulted in virtually similar inten-
sities for atomic and dimeric bands. For a substrate temperature of 20 K, the 
spectrum could not be observed owing to the strong increase in the background 
absorption corresponding to light scattering by coarse particles.

Studies of holmium atoms isolated in an argon matrix showed that this ele-
ment exhibits a more complicated spectrum as compared with samarium.98,99 
Most bands in the holmium spectrum are grouped in the vicinity of 400 nm. 
Holmium has a single stable isotope 165Ho, the high magnetic moment of which 
(I = 7/2) is probably the reason for such a complicated spectrum.

Heating and illumination of a matrix showed that the spectrum of holmium 
atoms consists of two bands pertaining to atoms isolated in different cells of 
the argon matrix. One of the cells is thermally instable. The illumination of a 
matrix induces photoaggregation of atoms and the formation of holmium dimers 
that absorb at 500 and 570 nm. The energies of the excited states of holmium 
dimers obtained in quantum-chemical calculations based on the pseudopotential 
method agreed with those obtained in experiments.100

Holmium, like samarium, is sensitive to the substrate temperature. With the 
increase in condensation temperature in the range 10–20 K, its spectrum revealed 
a broad absorption band at 450 nm, which was assigned to metal  plasmons.

The revealed peculiarities in the behavior of argon-matrix isolated samarium 
and holmium atoms and small clusters provided grounds for studying their reac-
tions with various ligands.

The electron spectra provide valuable information on the behavior of metal 
particles but are less informative with regard to the final products, which are 
conventionally analyzed using IR spectroscopy.

Ab initio quantum-chemical calculations of the geometry, energy, and vibra-
tional frequencies for the magnesium–methane halide systems were carried out 
using the programs SAMESS and Gaussian-94.101 The calculations employed the 
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methods of multiconfiguration self-consistent field (MCSCF), the Möller–Plessett 
perturbation theory of the second order (MP2), and the method of valence bands 
(VB) used in combination with the electron density functional theory. The reaction 
of magnesium particles with methane halides was observed experimentally only 
under the photolysis conditions, although the earlier studies showed that it can 
also occur during condensation. The main problem was to determine the number 
of chlorine or bromine atoms that get inserted into the carbon–halogen bonds. The 
calculations of the energy corresponding to the formation of different channels

 RMgX → RX + Mg 

 RMgMgX → RMgX + Mg 

 RMgMgX → RX + Mg2 

showed that all compounds are stable and the synthesis of bimagnesium com-
pounds is advantageous for energy reasons. When going from RMgX to RMg-
MgX, the energy gain was 6–8 Kcal/mol. The nonmonotonic changes in binding 
energy in the series fluorine–chlorine–bromine were also noted. According 
to calculations, intense absorption bands in the vibration spectrum should be 
observed in a range of 600–400 cm−1. For compounds containing one or two 
magnesium atoms, the number of absorption lines is different. Valence vibra-
tions C–H coincide for all Grignard reagents and are virtually independent of 
the nature of a halogen atom due to its screening by the metal atom.

Two kinds of equi-intens\e vibrations should appear in the vicinity of 
600 cm−1. The first kind of vibrations represents pendular vibrations p(CH3) 
shifted by magnesium from 1017 cm−1 in CH3Cl and 955 cm−1 in CH3Br; the 
second kind is deformation vibrations of C–Mg–X. The incorporation of the 
second magnesium atom gives rise to low-frequency deformation vibrations in 
the C–Mg–Mg–X system in the vicinity of 400 cm−1.

Experimental spectra confirmed the presence of only two bands in the vicin-
ity of 550 cm−1 and the absence of absorption below 500 cm−1. This agrees with 
the formation of CH3MgX. When a cut-off filter with a wavelength λ > 300 nm 
was used, the light energy proved to be insufficient for excitation of magnesium 
atoms but sufficient for absorption by small clusters. Thus, the higher activity 
of clusters was confirmed. The most probable mechanism was associated with 
the insertion of an excited cluster:

 CH3X + Mg*
n → CH3MgnX 

followed by ejection of a smaller cluster:

 CH3MgnX → CH3MgX + Mgn − 1 

A more sophisticated experimental and theoretical study of the reactions 
between methane halides and magnesium made it possible to refine the reac-
tion mechanism. Indeed, as shown by ab initio quantum-chemical calculations, 
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the synthesis of compounds formed at the insertion of a magnesium cluster, 
e.g. dimer, into a carbon–halogen bond is advantageous for energy reasons. 
However, IR spectroscopy failed to confirm the formation of the correspond-
ing compounds. Probably, their formation can occur by sequential insertion of 
two magnesium or calcium atoms. The absence of dimers was demonstrated 
for magnesium particles obtained by thermal evaporation.101 No dimers were 
detected in the course of laser evaporation of magnesium, followed by its reac-
tion with methane halides CH3X, where X = F, Cl, Br, I.102 At the same time, 
magnesium particles obtained by laser and thermal evaporation demonstrated 
a certain deviation in the reaction products. The interaction of particles synthe-
sized, e.g. by laser evaporation, and the kinetic control over their growth may 
depend on the gas pressure and temperature. However, as a whole, the problem 
is not yet solved, and it is still impossible to predict the reactivity.

The study of the relationship between the reactivity and the particle size 
relies, on the one hand, on physicochemical, particularly spectral, character-
istics of atoms, dimers, trimers, and more complex nanoparticles and, on the 
other hand, on their reactions with molecules specially added to the system. The 
method of matrix isolation at superlow temperatures provides the best way for 
combining these two approaches.

As shown by ab initio quantum-chemical calculations, the magnesium–
carbon dioxide complex represents a radical–ion pair Mg + • CO − •

2 , and 
this pair is metastable, which is ensured by the argon matrix.33,103,104 In co-
condensates of argon and ethylene, absorption bands of ethylene dimers were 
observed. As demonstrated by calculations, the potential energy surface of the 
Mg(C2H4)2 system has no minimum with C2 symmetry. A global minimum could 
be obtained only when the limitations in symmetry were lifted. In the Möller–
Plessett (MP2) approximation, the minimum corresponded to a cyclic structure 
comprising an ethylene dimer and a magnesium atom. The structure of a com-
pound in the magnesium–ethylene–carbon dioxide system was also calculated.

The study of co-condensates of samarium with carbon dioxide showed that 
samarium forms a complex of an angular structure. The first products are, corre-
spondingly, CO and carbonate anion CO2 −

3 . A radical anion CO − •
2  and a samar-

ium carbonyl of unknown composition were formed. Below, we show a scheme 
of the reaction between a samarium atom and a carbon dioxide molecule in 
an argon matrix (straight arrows indicate the processes during condensation, 
curved arrows designate processes during heating of the condensate):
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Figure 5.12 shows the relative activity of samarium particles in the reaction 
with carbon dioxide as a function of temperature. The data in the figure point 
to a higher activity of samarium particles as compared with atoms. A similar 
dependence was obtained for magnesium particles.

According to IR spectra, in co-condensates of samarium and ethylene, the 
formation of samarium complexes with ethylene of the sandwich type SmC2H4 
and Sm(C2H4)2 takes place, rather than the formation of cyclic compounds 
observed for the case of magnesium.

By examining the electron spectra in the system Sm/C2H4 = 1:1500, it was 
shown that samarium atoms can be stabilized in ethylene at 14 K.105 An analysis 
of temperature-induced changes in the absorption spectra and relevant kinetic 
studies of samarium atoms demonstrated that an SmC2H4 complex is trans-
formed into an Sm(C2H4)2 complex, which is stable up to 50 K. The stepwise 
kinetics was judged from the changes in an absorption band at 386 nm (f → s) 
in the temperature range 15–30 K. At such temperatures, ethylene molecules 
and samarium atoms lack translation mobility; however, this is the tempera-
ture interval in which the complete transformation of samarium occurs. High 
dilution (1:1500) allows one to rule out atomic aggregation and assume that 
samarium atoms are bound into a complex because of rotational mobility of 
ethylene molecules. The calculated coefficient of rotational diffusion at 20 K 
was 0.06 s−1.

Recently, new results on the reactions of magnesium atoms and small 
clusters with methane polyhalides in the temperature range 12–40 K were 
obtained.106–108

FIGURE 5.12 Normalized integral intensity of samarium particles at different temperatures in the 
reaction with carbon dioxide: (1) Sm, (2) Smx, and (3) Sm2.
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The activities of magnesium atoms, dimers, trimers, and larger particles in 
their reactions with carbon tetrachloride, trichlorfluoromethane, and trichlo-
romethane were studied. The choice of these compounds was associated with 
several reasons. Considering the example of CCl4–Mg, we expected to check 
the possibility of the reaction at temperatures below the nitrogen boiling point. 
Moreover, as was already noted for cryoreactions involving magnesium and 
calcium particles, there is an inconsistency between the activation energy of 
methane halides and the binding energy of carbon–halogen. The binding ener-
gies in CCl4, CFCl3, and CHCl3 differ significantly.109 This provided grounds 
for assuming that the behavior of low-temperature reactions would reveal a sub-
stantial difference in binding energies and reflected in the reactivity of com-
pounds under study.

The use of electron spectroscopy allowed us to follow the relative changes 
in the activity of magnesium particles with different sizes. IR spectroscopy pro-
vided information on possible reaction products formed immediately in conden-
sates of reagents at low temperatures. Figure 5.13 shows the spectra of different 
magnesium particles in an argon matrix in a temperature interval 12–35 K.

The spectra of nontransition metals in a matrix or in the gas phase differ 
insignificantly, which allows gas-phase spectra to be used for identification of 
spectra obtained in matrices.

The revealed effect of the temperature on the behavior of different argon-
matrix-isolated magnesium particles in the course of their heating allowed 
studying their activity in reactions with various methane polyhalides.  

FIGURE 5.13 The effect of temperature in the interval from 12 to 35 K (top–down) on the  electron 
spectra of magnesium particles in argon. Mg/Ar ratio is 5 1:1000.
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Figure 5.14a shows electron absorption spectra of co-condensates formed 
by magnesium atoms and small clusters with carbon tetrachloride in an 
argon matrix in the temperature range 12–35 K. Figure 5.14b compares 
the changes in the relative activity of different magnesium particles. The 
data in figures made it possible to assume that the activity of magnesium 

FIGURE 5.14 (a) The changes in UV–visible spectra in the temperature range 12–35 K for Mg/
CCl4/Ar system = 1:100:1000 and (b) normalized integral intensity of magnesium particles absorp-
tion at different temperatures: (1) Mg, (2) Mg4, (3) Mgx, (4) Mg3, and (5) Mg2.
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particles in the reaction with carbon tetrachloride decreases in the series 
Mg2 > Mg3 > Mg4 ≥ Mg. The results shown in Figs. 5.14a,b allow the relative 
reactivity to be plotted as a function of the number of magnesium atoms 
involved in the reaction. This dependence shown in Fig. 5.14c for the tem-
perature of 18 K clearly demonstrates the presence of the size effect for a 
solid-phase low-temperature reaction.
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According to IR spectra, hexachloroethane and tetrachloroethylene are 
formed in the system magnesium–carbon-tetrachloride–argon.

The obtained results suggest that the reaction mechanism differs for low and 
superlow temperatures. At superlow temperatures, no insertion of magnesium 
particles into the carbon–halogen bond was observed. Theoretical estimates 
made it possible to assume the detachment (either simultaneous or sequential) 
of two chlorine atoms and the formation of a complex of dichlorocarbene with 
magnesium dichloride. Further transformations of the complex yielded the final 
products by the following scheme:

CCl4 + Mgn

n=1-4 

CCl3 + MgCl + (n-1) Mg

(Concentration of Mg>1%)

CCl2 : + MgCl2

MgCl, Mg

C2Cl6 C2Cl4
CCl2

CCl3 

Evidently, the effect of the particle size on its reactivity is of primary impor-
tance for the development of nanochemistry. From our viewpoint, of no less 
importance is to compare the activity of unisize particles of different substances. 
Such a comparison was accomplished for atoms and small clusters of samarium 
and magnesium.103,110 Their choice was defined by the fact that compact mag-
nesium and samarium at ordinary temperatures react with halogens in the same 
manner to give OMC.
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Table 5.5 shows the products obtained in the reaction of magnesium and 
samarium particles with different ligands. The interactions of particles of each 
metal with two different ligands were studied by the matrix-isolation method 
for the reactions of atoms and clusters of magnesium or samarium with carbon 
dioxide and ethylene, which were present in the reaction mixture either simul-
taneously or separately. The experiments were carried out in the temperature 
range 10–40 K under comparable conditions and at different argon dilutions. The 
amounts of deposited substances were measured by means of a quartz-crystal 
microbalance placed inside a vacuum cryostat. The preferential reaction direc-
tion in three-component mixtures was studied by considering Mg–C2H4–CO2 
and Sm–C2H4–CO2 systems. Spectroscopic studies of systems involving mag-
nesium particles were combined with quantum-chemical calculations. The 
interaction of magnesium with a mixture C2H4/CO2/Ar = 1:1:20 was studied. 
After condensation, the IR spectrum of this system represented a superposi-
tion of spectra of ethylene and carbon dioxide. Heating induced the appearance 
of absorption bands at 1592, 1368, and 860 cm−1, which were assigned to a 
radical anion CO − •

2  for the case of Mg–CO2 system. The intensities of these 
bands were compared to those observed in the absence of ethylene. None of the 
absorption bands could be associated with the magnesium–ethylene interaction. 
Heating of an Mg–CO2–C2H4 system also gave rise to three new absorption 
bands: 1786, 1284, and 1256 cm−1, which were assigned to a product of interac-
tion of all three components. Ab initio quantum-chemical calculations suggest 

TABLE 5.5 Reaction Products of Magnesium and Samarium with Ligands 
at 10–40 K

Metal 
particle

Ligand

CO2 C2C4, C2D4 CH3X, X = Cl, Br

Mg Mg+CO−
2  

At matrix annealing
Cycle Mg(C2H4)2 
at matrix annealing

CH3MgX 
at  irradiation 
(λ = 280 nm)

Mg2–4 Mg+CO−
2  

At co-condensation
CH3MgX 
at irradiation 
(λ = 300 nm)

Mgx Mg+CO−
2  

At matrix annealing

Sm Sm+CO−
2 , CO, SmCO3 

At matrix annealing
Complexes 
Sm(C2H4)–(C2D4) and 
Sm(C2H4)2–(C2D4)2

Methane at 
 co-condensation

Sm2 Sm+CO−
2 , CO, SmCO3

Smx At co-condensation
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the formation of a compound Mg(C2H4)CO2. This compound, like Mg(C2H4)2, 
was also characterized by the presence of chemical bonds between a ligand and 
a magnesium atom and between ligands themselves. Figure 5.15 illustrates the 
structure of compounds and specifies bond lengths (Å) and charges at atoms 
(shown in parentheses).

In terms of the Möller–Plessett approximation of the second order (MP2), 
the stabilization energy of Mg(C2H4)CO2 is 18 Kcal/mol.

The analysis of IR spectra of Sm–C2H4–CO2–Ar and Sm–C2D4–CO2–Ar 
systems showed that samarium, like magnesium, reacts preferentially with car-
bon dioxide. No absorption bands of samarium complexes with ethylene were 
observed. As in a binary Sm–CO2 system, an absorption band of CO and two 
absorption bands pertaining to CO − •

2  radical anion were observed. Thus, stud-
ies of ternary systems metal–carbon dioxide–ethylene have shown that both 
magnesium and samarium react with CO2 and do not form any complexes with 
ethylene. A comparison of results obtained for ternary systems with those found 
for binary systems points to a sophisticated dependence of the relative reactivity 
on the size of metal particles and on the nature of compounds involved in the 
reaction.

Considering the example of matrix-isolated binary systems, it was shown 
that clusters of magnesium and samarium are more active than their atoms in 

FIGURE 5.15 Bond lengths (Å) and charges on atoms (in parentheses) in magnesium com-
pounds: (a) with ethylene dimer, (b) with ethylene and carbon dioxide, and (c) with carbon dioxide.
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the reactions with carbon dioxide and ethylene. In the system magnesium–
carbon dioxide, a single radical–ion pair was formed. Under comparable 
conditions, in the samarium–carbon dioxide system, carbon monoxide and 
samarium carbonate were also formed in addition to the radical–ion pair. Fur-
thermore, the complexes of magnesium and samarium with ethylene were also 
different.

Table 5.5 shows that superlow-temperature reactions with methane 
halides (CH3Cl, CH3Br) involve the insertion of magnesium particles into 
the  carbon–halogen bond to give Grignard reagents. Under similar condi-
tions, samarium particles reduced methylchloride and methylbromide to 
methane. Thus, in contrast to compact metals, the behavior of magnesium 
and samarium at the level of nanoparticles is different, which points to the 
high specificity of reactions with participation of atoms and small metal 
clusters.

However, the results obtained for ternary systems (metal–carbon 
 dioxide–ethylene) revealed both the absence of specificity (magnesium and 
samarium behave in the same manner, reacting solely with carbon dioxide) and 
a high selectivity (the reaction only with carbon dioxide and the absence of 
reactions with ethylene). In our opinion, further studies in multicomponent sys-
tems will provide information on the relationship between activity and selectiv-
ity of metal nanoparticles of different sizes.

In chemistry and, in particular, in chemistry of free radicals, it is known 
that in same reactions, more active particles exhibit a lower selectivity and, 
vice versa. The aforementioned results concerning the reactions of magne-
sium and samarium particles with ligand mixtures point to the presence of 
nonunique relationships between the activity and selectivity of nanosize metal 
particles.

Therefore, in nanochemistry, along with a problem of how the number 
of atoms in a particle affects the possibility of a reaction (the size effect), a 
problem of the relationship between activity and selectivity can be formulated. 
The presence of such “fine” effects is typical of nanochemistry of metals and 
requires further experimental and theoretical studies.

5.4.2 Reactions of Silver Particles of Various Sizes and Shapes

When synthesizing metal clusters and nanoparticles, high-molecular substances 
are widely used as stabilizers. Studies in this field have shown that macromol-
ecules not only ensure a high stability of the resulting dispersed system but 
also immediately participate in its formation by controlling the size and shape 
of growing nanoparticles. For instance, because of the presence of ionized 
carboxyl groups, polycarboxylic acids of the acryl series interact with cations 
of metals, particularly, silver, by (1) binding them into strong complexes, (2) 
reducing them immediately in this complex under the action of light, and (3) 
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stabilizing small charged clusters and nanoparticles of metals, which are pro-
gressively formed in the course of synthesis:

(1)

(2)

(3)

R-COO Ag → R-COO •Ag

R-COO •Ag →hν
R-COO •Ag0

R-COO •Ag Ag0 → R-COO •Ag2

→ R-COO •Ag4
2 →hν … →hν

R-CO •Agn

Thus, the overall process of formation of nanoparticles from original cations 
to a final particle occurs at the immediate contact with the polymeric matrix. 
One of the major factors determining this process is the presence of ionized 
carboxy groups in the polymer, the number of which can be varied by changing 
the molecular mass (M) of polycarboxylic acids, their ionization degree, or by 
using co-polymers. The effect of these factors on the main stages of formation 
of silver nanoparticles has been described.111

The potentiometric analysis has shown that binding of silver cations by polyac-
rylate anions (PA) with molecular masses of 450,000 u (PA450,000) and 1,250,000 u 
(PA1,250,000) and an ionization degree α = 1.0 proceeds by a  cooperative mecha-
nism, i.e. with an increase in the silver content in the solution, the concentra-
tion of chains saturated with Ag+ ions increases. When an aqueous solution of 
Ag + • PA complex obtained under conditions mentioned above was acted on by 
full light from a high-pressure mercury lamp, the photoreduction of Ag+ cations 
occurred. A spectrum measured in the course of this process revealed, first of 
all, the appearance of an absorption band with the maximum at 700 nm and a 
shoulder in the vicinity of 300 nm, which was assigned to small charged silver 
clusters Ag2 +

8 . In the absence of UV light, Ag2 +
8  clusters were stable for sev-

eral weeks. With further irradiation, the absorption bands corresponding to Ag2 +
8  

clusters vanished, and absorption bands at 370 and 460 nm appeared, which were 
attributed to the formation of coarser clusters Ag2 +

14  and silver nanoparticles, 
respectively. The resulting colloid solution was stable for at least several weeks. 
An increase in the total silver content throughout the cooperative binding region 
resulted in a proportional increase in the concentration of clusters and nanopar-
ticles, while the dynamics of their formation remained unchanged. TEM studies 
revealed spherical silver nanoparticles of the average size independent of silver 
concentration throughout the cooperative binding region and, as follows from the 
data in Table 5.6, equal to 1–2 nm for PA450,000 and 4–5 nm for PA1,250,000.112 Fig-
ure 5.16 shows a typical microimage of these particles and their size distribution.

It should be mentioned that throughout the cooperative binding region, the 
particle diameter did not exceed the theoretical value calculated for the parti-
cle, which was formed as a result of the reduction of all the silver cations bound 
with a single macromolecule. Thus, under conditions of highly efficient coop-
erative binding of silver cations by a polyanion, the reduction of cations and 
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the growth of particles proceed within a coiled macromolecular globule, which 
represents a nanoreactor of photochemical synthesis of spherical nanoparticles. 
One can regulate the size of formed nanoparticles by changing the molecular 
mass of PA or, in other words, the number of cation-binding centers on the 
polymeric chain.

Binding of silver cations to PA with a molecular mass 2000 occurs in an 
uncooperative fashion, i.e. with an increase in Ag content, the uniform filling of 
 macromolecules is accompanied by a substantial increase in the concentration of 
free silver cations in solution.113 Photoreduction under these conditions also resulted 
in the formation of sols containing small charged silver clusters (λmax = 355 nm) 
and nanoparticles (λmax = 460 nm). As follows from Table 5.6, the size and poly-
dispersion degree of nanoparticles substantially increase with an increase in silver 
content, apparently owing to the increasing role played by free silver cations in 
their formation. Thus, under conditions of noncooperative binding of cations, the 
molecular mass of a polymer does not determine the nanoparticle size.

FIGURE 5.16 Microphotograph and size distribution of silver particles synthesized by 15-min 
irradiation of an aqueous solution of Ag + • PA1,250,000 at [PA] = 2 × 10−3 M, [Ag+] = 6 × 10−4 M. 
Scale bar, −1 cm 83 nm.

TABLE 5.6 Average Diameter (nm) of Spherical Silver Nanoparticles 
Formed as a Result of Photoreduction of Cation in a Complex Ag + •

 PA 
(PA – Polyacrylate ion) ([PA] = 2 × 10–3 M)

MM PA
[Ag+] = 2 ×
 10−4 M

[Ag+] = 6 ×
 10−4 M

[Ag+] = 1 ×
 10−3 M

[Ag+] = 1,5
 × 10−3 M

1.25 × 106 4 ± 2 5 ± 2 5 ± 2 5 ± 7

4.5 × 105 1.3 ± 0.9 13 ± 0.8 1.3 ± 0.7 2 ± 1

2 × 103 1.5 ± 0.7 4 ± 3 13 ± 11
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To decrease the relative content of carboxy groups γ in a polymer, a dilute 
solution of sodium polyacrylate with pH 9.0 was photolyzed in air. The study of 
the interaction of silver cations with a decarboxylated polyanion (PAγ) made it 
possible to find a threshold value γ ~ 0.7 below which the cooperative character 
of binding of Ag+ ions is lost, and the effective constant of dissociation of an 
Ag + • PAγ  complex increases. At 1.0 < γ < 0.7, the dynamics of spectral changes 
that accompany the photoreduction of cations in Ag + • PAγ  complexes remained 
practically unchanged, and the synthesis produced spherical silver nanoparticles; 
however, their size increased from 1.3 ± 0.9 to 3 ± 2 nm. The process of nanoparticle 
formation was observed to undergo qualitative changes at a degree of PA decar-
boxylation below the threshold value. Thus, spectroscopic studies of photolyzed 
Ag + • PAγ = 0.5 complexes failed to reveal the formation of small silver clusters, 
while aggregates of coarse (10–30 nm) silver particles with a broad absorption 
band at 350–550 nm were observed. During further photolysis, an absorption band 
with the maximum at 375 nm appeared, and the long-wave absorption edge shifted 
to the near-IR region. Such spectra are typical of systems containing elongated 
silver particles. Indeed, as seen in a microimage shown in Figure 5.17, nanorods 
with a thickness of 20–30 nm and a length of several micrometers and their aggre-
gates were preferentially formed under these conditions.

Studying how the degree of PAA ionization affects the formation and proper-
ties of silver nanoparticles also revealed the formation of rod-like particles for 
γ < 0.7.333 Thus, the shape of silver nanoparticles is determined by the content of 
ionized carboxy groups in a polymer regardless of how it was changed (by either 
photodecarboxylation or protonation of a polyanion). Under experimental condi-
tions, nanorods can be formed as a result of both light-induced aggregation of 

FIGURE 5.17 Microphotograph of silver particles obtained during 15-min photoreduction of 
2 × 10−4 AgNO3 solution in the presence of 2 × 10−3 M PAγ = 0.5. Scale bar, –1 cm 200 nm.
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primary spherical particles and photoreduction of silver cations on their surfaces. 
In order to find which of these processes dominates, the effect of light on the size 
distribution of sols formed by spherical silver nanoparticles and containing no 
Ag+ ions was studied.114 The complete reduction of silver cations was achieved 
by using sodium borohydride as the reducing agent.

Reduction of AgNO3 (6 × 10−4 M) with sodium borohydide (1.2 × 10−3 M) 
in the presence of photodecarboxylated PAγ = 0.5 (2 × 10−3 M) resulted in the 
formation of a stable silver sol consisting of spherical particles (6 ± 3 nm). Irra-
diation with full light from a DRSh-250 lamp had no effect on the absorption 
spectrum and, hence, on the size distribution of the sol. Provided that AgNO3 
or Al(NO3)3 (3 × 10−4 M) was preliminarily added to the sol, the photolysis with 
λ > 363 nm resulted in the formation of elongated, particularly, rod-like, particles 
with a length reaching 500 nm. The same result was obtained if the original sol 
was acted on with light (λ > 455 nm) passing through an interference filter with 
a  transmission band virtually coinciding with the absorption band of spherical 
nanoparticles. On the other hand, light with λ > 555 nm induced no changes in the 
spectrum. Thus, to transform primary spherical particles stabilized by PA with 
γ = 0.5 into elongated particles, photolysis in a range 363 ≤ λ ≤ 555 nm, i.e. in the 
range of their absorption band, was sufficient. Under these conditions, the dipole–
dipole interactions between particles strengthen, which apparently is the reason 
for their photoinduced aggregation. From our viewpoint, the initiating role of cat-
ions Ag+ (Al3+) consists triggering the formation of microaggregates of primary 
spherical nanoparticles—the centers of subsequent photoinduced aggregation.

A qualitatively different result was obtained with a sol synthesized by reduc-
ing silver cations with borohydride in the presence of nonmodified PA450,000. 
The incorporation of different amounts of AgNO3 into the sol followed by pho-
tolysis in a range 363 ≤ λ ≤ 555 nm increased the absorption intensity of spherical 
nanoparticles, which points to the increase in their volume fraction owing to pho-
toreduction of cations. It should be mentioned that light with λ > 363 nm induced 
no photoreduction of silver cations in aqueous solutions of Ag + · PAA450,000 
complex, because the absorption band of the latter is at λ < 300 nm. Thus, the 
observed photosensitizing effect of silver nanoparticles on the reduction of Ag+ 
by carboxy groups in PAA consists in shifting the long wavelength cutoff of 
photoreduction to 555 nm. However, the fact that no rod-like particles were 
formed under these conditions was explained by the formation of a PA450,000 
protective coating on the surface of spherical silver nanoparticles, which effec-
tively prevented the aggregation of the latter.

Thus, the control over the size, shape, and size distribution of silver nanopar-
ticles formed as a result of photoreduction of Ag+ cations can be excersized by 
changing the molecular mass and degrees of ionization and decarboxylation of 
polycarboxylic acids.

Methods developed for controlling the size of silver particles were used in 
studying the kinetics of silver-catalyzed reduction of p-nitrophenol by sodium 
borohydride in the temperature range 283–333 K. Silver nanoparticles measuring 
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4 and 18 nm and stabilized by polyacrylic acid were obtained by chemical and 
photochemical reduction in the aqueous solutions. It was found that the reaction 
rate constants per unit catalyst surface, the reaction order with respect to the cata-
lyst, and the activation energy depend on the size of silver particles.

5.5 THEORETICAL METHODS

5.5.1 General Remarks

The whole set of modern theoretical simulation methods are actively used for 
interpretation of properties and chemical reactivity of molecular systems of 
interest for nanochemistry. Of paramount importance is the information on the 
potentials of interactions between particles in a system, according to which the 
calculation methods are divided into semiempirical and nonempirical (ab initio).

In the former methods, the potentials are written in the analytical form based 
on the known theoretical expressions, and the parameters of these expressions 
are fitted to a sampling of experimental data. The most popular expressions 
are those used in molecular mechanics, classical molecular dynamics, as well 
as the potentials applied in solid-state physics. Such an approach is employed 
to simulate the properties of atomic clusters both homogeneous and heteroge-
neous. In the first stage, the equilibrium geometrical configurations of clusters 
are calculated as the points in minima on the multidimensional potential-energy 
surfaces. Here, it should be borne in mind that a nanosystem has a great number 
of such minima and, correspondingly, a wide range of structural modifications. 
As a rule, local minima are separated by the potential barriers, which are so 
low that the transitions between structures can occur even at moderate tem-
peratures. Hence, it is necessary to enumerate quite a number of minima, which 
is, however, a cumbersome task. Next, from the points determined, the energy 
characteristics are calculated and the thermodynamic stability of a system is 
forecasted. A great body of information is provided by the molecular dynamic 
calculations of the paths of particles within a cluster, which are carried out at 
a fixed temperature. Analyzing the trajectories and building different functions 
of distribution and autocorrelation functions allow one to characterize a cluster, 
observe how far its properties deviate from those of the condensed medium 
built of the same atoms, and analyze the dependence of the cluster properties 
on its size. The most significant limitation on the simulations based on the ana-
lytical potentials is the fact that they cannot be used for analyzing the chemical 
reactions involving clusters: the parameters of potentials are not calibrated for 
describing the changes in the electronic structures of the particles.

The interaction potentials derived by ab initio methods of quantum chem-
istry are naturally more universal and make it possible to solve in principle all 
the problems concerned with the structure and chemical reactions in molecular 
systems. Here, the major limitations are associated with the size of the system. 
However, modern quantum-chemical methods can provide sufficiently reliable 
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results for particles comprising up to 10 atoms. Moreover, they allow one to 
find the coordinates of steady-state points on the potential-energy surfaces con-
structed for the ground electron states of clusters (i.e. the points that correspond 
to local minima and the potential barriers hindering rearrangements), estimate 
relative energies in these points, calculate energy profiles of chemical reac-
tions in the system, predict vibrational and electronic spectra, and analyze in 
detail the electron density distributions. Such calculations are rather expensive, 
because they require using methods that take into account the electron correla-
tion effects (first of all, the theory of electron density functional), but are techni-
cally feasible. For systems comprising 20–30 atoms, ab initio calculations are 
also technically possible but at the cost of the accuracy of the results obtained. 
Equilibrium geometrical configurations of low minima in potential-energy sur-
faces can be determined with sufficient accuracy, and the thermodynamic stabil-
ity of the clusters can be assessed. However, the prognosis of spectra and the 
reactivity of the cluster particles are given with lower accuracy, although the 
qualitative trends are reproduced quite correctly.

The so-called hybrid methods that combine quantum mechanics and molec-
ular mechanics (QM/MM) are actively developed and are very promising 
for simulating properties of large molecular systems. The main idea of such 
approaches consists in applying the quantum description only to that part of a 
subsystem that is assumed to be most important and take into account the struc-
ture of the peripheral part of the total system and its effect on the central region 
by employing empirical and ab initio potentials. In many cases, the size of the 
central part can be chosen within 20–30 atoms, and ab initio methods of quan-
tum chemistry would ensure a good quantitative description of both the struc-
ture and the reactions in the chosen subsystem. Although certain fundamental 
problems of the QM/MM theory are still far from their final solution, such an 
approach is finding increasing use in simulating the processes in biosystems and 
material science.

Below, we show certain concrete examples concerned with simulation of 
properties, spectra, and reactivity of cluster particles, which illustrate the theo-
retical studies in this field.

5.5.2 Simulation of the Structure of Mixed Metallic Particles

To estimate equilibrium geometrical configurations and binding energies 
of clusters (M1)m(M2)n, where M1, M2 = Ag, Cd, Cu, Mg, Na, Pb, Sn, Zn 
(m + n ≤ 4), ab initio methods of quantum chemistry were used.51 For each 
cluster, the electronic-state type (with regard to its spin) with the lowest 
energy was determined. Then, for a fixed multiplicity, the geometric config-
uration corresponding to the minimum on the potential energy surface was 
calculated using the Hartree–Fock–Roothaan method. In all the cases, the 
effective potentials of the core and the corresponding valence-orbital bases in 
the approximation of Steven–Basch–Krauss (SBK) were used. By calculating  
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vibrational frequencies, it was checked whether the configuration determined 
the real minimum. For the coordinates found, the energies of systems were 
estimated according to the Möller–Plessett perturbation theory of the sec-
ond order (MP2), which allows taking into account the main contributions of 
electronic correlation effects. The calculations were carried out using a PC 
GAMESS program,115 which represented a version of the well-known quan-
tum-chemical program GAMESS116 developed for personal computers and 
stations equipped with Intel processors.

Table 5.7 shows the estimates of binding energies (in kcal/mol) of all pos-
sible pair combinations M1M2, which also involve homonuclear particles. A 
dash in a corresponding position indicates that a given diatomic system is not 
bound. Based on these data, it can be concluded that if we restrict the consid-
eration to atomic pairs only, the most promising compositions are as follows: 
AgCu, CuPb, CuSn, AgPb, CuNa, SnPb, AgSn, and NaSn.

Studies of triatomic mixed metallic clusters took into account the results 
obtained for diatomic systems. Naturally, Ag and Cu were of prime interest as 
partners in mixed clusters such as AgnMm and CunMm; hence, these combina-
tions were considered first. It should be noted that triatomic systems are charac-
terized by a wide spectrum of isomeric structures in addition to the diversity of 
spin states. The search for the main isomers of these clusters took into account 
all these peculiarities. Tables 5.8 and 5.9 show the binding energies of silver- 
and copper-containing clusters, respectively. The results in these tables consider 
both the cases of dissociation: to atoms and to a combination of atom + diatomic 
molecule.

The energy values shown in Tables 5.7 and 5.8 clearly demonstrate that the 
series of elements M ordered with respect to relative affinity of Ag to M can be 
presented as Pb > Sn > (Cu, Mg, Na) > Zn > Cd. The data in Tables 5.7 and 5.9 

TABLE 5.7 Binding Energies (kcal/mol) of Atomic Pairs

Ag Cd Cu Mg Na Sn Pb Zn

Ag 29.4 4.6 39.9 6.5 21.2 18.7 29.6 4.4

Cd – 6.7 – – 4.8 8.1 –

Cu 36.8 9.7 23.9 32.2 36.2 6.8

Mg – – 5.3 4.5 –

Na 3.2 18.5 15.7 <3

Pb 31.3 21.1 5.5

Sn 29.3 8.3

Zn –
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make it possible to find a corresponding series of elements ordered with respect 
to affinity of Cu to M:Pb > Sn > (Na, Mg, Ag) > Zn > Cd. Thus, the combinations 
formed by silver or copper with lead or tin proved to be the most promising for 
the formation of mixed metallic clusters.

TABLE 5.9 Binding Energies (kcal/mol) of Copper-containing Clusters

Metal M

Dissociation to atoms
Dissociation to an atom and  

a diatomic molecule

CuM CuM2 Cu2M Cu + CuM Cu2 + M CuM + M Cu + M2

Ag 39.9 41.8 49.0 16.1 12.3 8.9 12.4

Cd 6.7 13.8 46.4 39.7 9.6 7.2 –

Cu 36.8 53.0 53.0 16.2 16.2 16.2 16.2

Mg 9.7 20.0 49.9 40.2 13.1 6.2 –

Na 23.9 25.9 46.3 22.5 9.5 2.0 22.8

Pb 36.2 93.8 87.7 51.5 50.9 57.6 64.6

Sn 32.2 89.6 79.0 46.7 42.2 57.3 58.3

Zn 6.8 14.4 48.8 42.0 12.0 7.6 –

TABLE 5.8 Binding Energies (kcal/mol) of Silver-containing Clusters

Metal M

Dissociation to atoms
Dissociation to an atom and  

a diatomic molecule

AgM AgM2 Ag2M Ag + AgM Ag2 + M AgM + M Ag + M2

Ag 29.4 39.1 39.1 9.7 9.7 9.7 9.7

Cd 4.6 10.0 37.1 32.5 7.7 5.5 –

Cu 39.9 49.0 41.8 8.9 12.4 16.1 12.3

Mg 6.5 11.3 40.5 34.0 11.2 4.8 –

Na 21.2 23.2 38.4 17.2 9.0 2.1 20.1

Sn 18.7 79.8 63.3 36.9 33.9 56.1 48.5

Pb 29.6 86.5 74.7 45.1 45.3 56.9 57.3

Zn 4.4 9.7 37.9 33.6 8.5 5.3 –
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Combinations of silver with lead are sufficiently suitable from the viewpoint 
of employing them in experimental studies. Hence, when studying tetraatomic 
systems, only compositions Ag2Pb2, AgPb3, and Ag3Pb were considered. For 
AgPb3, a structure of distorted pyramid was found; Ag2Pb2 and Ag3Pb dem-
onstrated structures of the “butterfly” type. Table 5.10 compares the estimated 
binding energies with regard to the most important dissociation channels. As 
seen from these results, all compositions of this kind should be stable; however, 
a system with equal fractions of silver and lead demonstrates the highest bind-
ing energy.

This study involved simulating the structural and electronic properties for 
mixed silver–lead clusters AgnPbm (n + m ≤ 28).117 A study of the reactions 
of lead atoms with colloidal silver particles in an aqueous solution revealed 
the formation of mixed heteronuclear systems, as evidenced by the absorp-
tion band shifts (in the direction of short wavelengths).118 The knowledge of 
spectral characteristics of heteronuclear clusters of the largest sizes possible 
is necessary for the correct identification of co-condensation products. The 
problem of forecasting the spectra for heteroclusters (M1)m(M2)n even with 
a total size (n + m) of an order of magnitude of 10 is an extremely intricate 
task from the theoretical standpoint, because it requires considering a vast 
amount of structures formed when two kinds of atoms are arranged within a 
cluster of a fixed size. All these isomers correspond to the points of global 
and local minima in comparatively flat potential energy surfaces, which are 
difficult to determine by employing the known algorithms. A strategy that 
does not claim high accuracy for estimates of each individual cluster but 
makes it possible to formulate the main trends in the properties of bimetal-
lic systems when varying the component ratio was used.117 The positions of 
bands in UV spectra of each cluster were determined on the basis of the dif-
ference in orbital energies ΔE between the highest occupied and the lowest 
vacant molecular orbitals by using the extended method of Hückel (EMH) 
with a program ITEREX-88, which took into account relativistic corrections 
to the parameters.119

TABLE 5.10 Binding Energies (kcal/mol) of Ag2Pb2, AgPb3, and Ag3Pb 
Clusters

Dissociation Ag2Pb2 AgPb3 Ag3Pb

To atoms 147.2 132.6 117.2

To diatomic  
molecules

88.5 (Ag2 + Pb2)
87.9 (2AgPb)

73.8 (AgPb + Pb2) 58.1 (AgPb + Ag2)

To an atom and a 
triatomic molecule

72.4 (Ag2Pb + Pb)
60.6 (Ag + AgPb2)

50.3 (Ag + Pb3)
46.1 (AgPb2 + Pb)

42.4 (Ag + Ag2Pb)
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The structures of clusters were determined as follows. In the first stage, the 
geometrical configurations of the global minima and those local minima of 
 individual silver clusters Agn (4 ≤ n ≤ 28), which had the lowest energy, were 
found. To describe the interparticle interaction, the empirical Sutton–Chen 
potential was employed:
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where ( / )i i ija rρ ≠Σ 1
6, N is the number of atoms in the system, rij the distance 

between atoms i and j, c and a dimensionless parameters, and ε a parameter with 
the dimensionality of length. The values of the parameters were chosen from 
experimental data for the compact substance: ε = 2.542 × 10−3 eV, a = 4.086 Å, 
and c = 144.41. The search for steady-state points in the potential-energy sur-
faces was carried out in terms of the Monte Carlo method using the Metropo-
lis algorithm. In iterations, the temperature was decreased from 60 to 4–10 K 
according to the relationship Ti + 1 = λTi with λ = 0.90–0.98.

In analyzing mixed clusters AgmPbn − m, the geometric configurations found 
for individual silver were assumed to remain unchanged. In every structure Agn 
(n = 4–28), one or two silver atoms were changed for lead atoms in a random 
fashion so that to transform an Agn cluster, the structure of which corresponded 
to the global minimum and several low local minima, into n clusters AgmPbn − m 
(m = 0,…,n). For every AgmPbn − m system, lead percentage was determined. 

FIGURE 5.18 Dependence of the absolute magnitude of energy difference between the higher 
occupied and the lower vacant molecular orbitals on the percentage of lead in heteroclusters 
AgmPbn−m.
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Then, ΔE values were averaged overall AgmPbn − m structures, which contained 
equal amounts of lead. Figure 5.18 presents the obtained results as the depen-
dence of ΔE on the lead percentage in AgmPbn − m clusters. Based on the least-
squares technique, a smoothed line was plotted by the background of jump-wise 
changes in the energy gap for the great series of structures. As seen, with an 
increase in the lead fraction in mixed clusters, ΔE value increases. Thus, the 
band in the electron absorption spectra of these systems should shift in the 
short-wavelength direction. Such a behavior of AgmPbn − m clusters agrees with 
experimental results according to which the chemisorption of lead atoms on the 
surface of colloidal silver particles shifts the electron absorption band to the 
short-wavelength range.118

5.5.3 Simulation of Properties of Intercalation Compounds

The properties of low-temperature solid matrix systems containing intercalated 
atoms, molecules, and intermolecular complexes are difficult to describe theo-
retically. The chief problems are associated with the fact that the interactions 
between intercalation compounds and the matrix substance are substantially 
weaker as compared with the interactions within the intercalation system, and, 
hence, simulating the properties of the system as a whole requires potentials 
reliable over a very wide scale of interactions. Usually, simulating the matrix 
systems employs a cluster approximation, which involves a direct consider-
ation of all particles in the matrix and the intercalated molecule. Thereafter, this 
approximation utilizes either the quantum-chemical methods for simulating the 
constructed heterocluster or the approaches that combine molecular dynamics 
and quantum chemistry.120

When considering small lithium clusters (Li3, Li4, Li5) isolated in argon 
matrices at low temperatures, attention was focused on the charge distribution 
in lithium particles, which is important for predicting the reactivity of metal 
clusters. In the first stage, using the ab initio methods of quantum chemistry, the 
following equilibrium geometric configurations of the planar lithium clusters 
were determined: an isosceles triangle for Li3, a rhomb for Li4, and a trapeze for 
Li5. This geometry of lithium clusters remained unchanged in the course of sub-
sequent molecular-dynamic calculations. Next, heterocluters LinArm (n = 3, 4, 5; 
m = 18–62) were constructed in such a way that metal particles were completely 
surrounded by inert-gas molecules. The potentials of Li–Ar and Ar–Ar interac-
tions were approximated by Lennard–Jones functions with parameters found 
experimentally or taken from the literature. These potentials were employed 
in calculations of molecular-dynamic trajectories at time steps of 10−15 s, when 
each trajectory involved up to 104 steps measured after thermoisolation of the 
system. The temperature interval was 3–25 K. For each characteristic hetero-
cluster structure, the contributions made by the surrounding argon atoms to the 
electron density of lithium particles were calculated along the trajectories. For 
this purpose, the Fock matrix of a lithium cluster was supplemented with the 
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effective one-electron potentials of each argon atom, the parameters of which 
were preliminarily found in terms of the density-functional theory. The new 
Fock matrix thus derived was used for estimating the electron distribution by 
employing the conventional programs of quantum chemistry. In particular, the 
effective charges on lithium atoms were calculated. The plotted fluctuations of 
charge distributions along the molecular-dynamic trajectories121 look very spec-
tacular—the evolution of the system is accompanied by sufficiently pronounced 
oscillations of charges on the metal centers when the charge variations in the 
absolute values can reach 0.2 of an atomic unit. Moreover, a distinct correlation 
between the partial charges and the position of a metal cluster within an inert-
gas sheath is observed; particularly, the charge sign can change when a cluster 
escapes to the surface.

Such an approach was used in a study122 devoted to calculations of matrix 
shifts in the electron spectrum of a Na2 molecule in low-temperature kryp-
ton matrices. According to experimental results,123 the surrounding krypton 
induces shifts of bands in the electron spectrum of Na2 in different directions 
for different transitions: a blue shift by 12 nm (+523 cm−1) is typical of the 
B − X(1Πu − 1Σ +

g ) band, while a red shift by 17 nm (406 cm−1) is characteris-
tic of the 1 1 +A – X( – )u gΣ Σ  band. In this model,122 the matrix was simulated 
as a Na2Kr62 heterocluster, and the band position in the Na2 electron spec-
trum was associated with the difference in the orbital energies in a diatomic  
 molecule: πu – σg for the B–X transition and σu – σg for the A–X transition. 
To calculate the electronic structure of a molecule intercalated into a matrix, 
ab initio methods of quantum chemistry (Hartree–Fock–Roothaan approxima-
tion with 3-21G or 6-31G* bases) were used. The configurations of heteroclus-
ters Na2Kr62 were calculated using molecular dynamic methods. The resulting 
“instantaneous” structures were employed in calculating the electron distri-
bution in an Na2 molecule located within a heterocluster, i.e. the Fock matrix 
elements were supplemented with the effective one-electron potentials that 
modeled the effect of krypton atoms; then, the orbital energies were calculated 
and the positions of the spectral bands were assessed. Table 5.11 shows some 

TABLE 5.11 Experimental and Theoretical Matrix-induced Shifts (cm–1) of 
Bands in the Electron Spectrum of an N2 Molecule in Krypton

N2 molecule in krypton A–X B–X

Experiment (Hoffmann) –406 +523

Na2Kr62, T = 0 K –461 +636

Na2Kr62, T = 4 K –658 +549

Na2Kr62, T = 5 K –395 +944



145Chapter | 5 Cryochemistry of Metal Atoms and Nanoparticles

results, from which it is evident that the simulation allows estimating the matrix 
effects on the qualitative level. Thus, under the effect of krypton surrounding, 
the bands in the Na2 electron spectrum shift in different directions for A–X and 
B–X transitions. The estimated shifts were close to the experimental ones and, 
generally speaking, a better agreement could hardly be achieved.

Theoretical works121,122 revealed fine effects in nanosystems, namely the 
effect of solvate sheathes formed by inert gases on the electronic properties of 
matrix-isolated particles. Being performed in the early 1990s, these works are 
also interesting from the viewpoint of the calculation techniques, because, in 
fact, they used the combined (or hybrid) approaches of quantum and molecular 
mechanics (QM/MM). The central part (metal cluster) was considered on the 
quantum level, the effects of the periphery (solution atoms) on the central struc-
ture were taken into account by one-electron potentials, and the configurations 
of the whole system were determined using the methods of classical molecular 
dynamics. As pointed out in the beginning of this section, today, a decade later, 
such QM/MM approaches are among the most popular methods for simulating 
large molecular systems.124

A total ab initio analysis of a certain electronic problem, which followed 
the molecular-dynamic simulation, was applied in simulating the properties of 
an NBr molecule in argon clusters.125 Within the framework of this model with 
a number of argon atoms approaching 170, it was possible to quantitatively 
reproduce a matrix-induced shift (about 19 cm−1) for the vibrational band of an 
NBr molecule.

5.5.4 Simulation of Structural Elements of Organometallic 
Co-condensates

Reactions of transition metals with organic mesogenic molecules are of special 
interest because of their possible use in synthesizing new materials based on 
liquid crystals. Such liquid-crystal materials exhibit important electrophysical 
characteristics and can find applications in optoelectronics. Quantum-chemical 
calculations of electron and vibrational spectra of model silver complexes with 
a central cyanophenyl fragment that enters into the compositions of mesogenic 
CBs and their certain derivatives made it possible to directly compare the results 
with the experimental data on low-temperature co-condensation of 5CB with 
silver atoms in inert matrices.62,64,68,103

C NC5H11

A CB molecule contains two active centers: aromatic rings and a polar 
CN group conjugated with the aromatic system. A transition metal can form 
complexes with CBs by the π-donor and π-acceptor mechanisms. Reactions 
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between transition metal atoms and monomers or dimers of CBs can yield linear 
and sandwich complexes of different compositions. According to the experi-
mental IR spectrum, the formation of a π-complex during the co-condensation 
of 5CB and silver on a cooled support is evidenced by a substantial decrease in 
the vibrational frequency Δn (C^N) as compared with individual 5CB. In the 
condensed phase, CBs form dimeric structures of the “head-tail” type. It can be 
assumed that the complex is formed by incorporation of a silver atom between 
two 5CB molecules in the dimer. Inasmuch as the complex formation was 
experimentally proved by the shifts of vibrational frequencies of CN groups, 
it is worthwhile to consider a model system that contains the most important 
central cyanophenyl fragment of the 5CB–silver complex with the proposed 
structure.

The complete optimization of the geometry and the analysis of vibrations 
were performed in terms of ab initio Hartree–Fock approximations for a 5CB 
molecule and its most important fragment, cyanobenzene PhCN. The estimates 
of the strong IR band corresponding to the CN-group vibrations, viz. 2497 cm−1 
(5CB) and 2501 cm−1 (PhCN), were required for comparing them with the CN-
vibration band in silver complexes. The complete optimization of the geometry 
and the analysis of vibrations performed for fragments (PhCN)Ag, (PhCN)Ag+, 
and (PhCN)Ag2 led to a conclusion that the global minimum in these systems 
corresponds to σ-complexes with a linear arrangement of the fragment C–N…
Ag with C–N-vibration frequencies shifted as compared with PhCN by +9, 7, 
and +20 cm−1, respectively. For this reason, such a configuration could hardly 
be realized in the Ag–5CB films.

Later, the structures corresponding to the π complexes were considered. 
According to the X-ray diffraction analysis, the molecules of CB derivatives in 
crystals are packed in pairs according to the “head-to-tail” principle.126 That is 
the reason we considered the model of a silver complex with two cyanobenzene 
molecules, which is shown below:

NC

C N

Ag

(1 )

(2 )

R

The system has a planar symmetry with a silver atom placed at equal 
distances from ligands, namely, from the center of a CN fragment in ligand 
(1) and from the benzene ring center in ligand (2). In calculations, all geo-
metrical parameters were fixed and were equal to the values found for a free 
PhCN molecule; only the distance R between the planes of ligands (1) and 
(2) was varied.
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A calculation using the MCSCF method with two electronic configurations 
arrived at two competitive solutions in the ground state: the first corresponded 
to (PhCN)2Ag, the second corresponded to the charge–transfer configuration 
(PhCN) −

2 Ag +. For great R (R < 4.7 Å), a neutral silver atom was inserted into 
the space between the ligands. In the vicinity of R < 4.7 Å, a radical reconstruc-
tion in the electron density distribution took place: an electron was transferred 
from the silver atom to ligands, and at R < 4.7 Å, the charge–transfer configura-
tion predominated. For R < 4.7 Å, the almost total electron density was trans-
ferred from silver to the π* system of the benzene ring in ligand PhCN (2) (the 
lower one in the scheme), while only a small part of electron charge passed to 
the π* orbitals of CN group in ligand PhCN (1) (the upper one in the scheme).

The red shift of vibrational frequencies of the CN group in silver–CBs com-
plexes is qualitatively understandable. Upon the formation of the film, silver 
atoms enter the void between the pairs of organic ligands in such a way as to get 
an asymmetrical surrounding with respect to CN groups (a simplified version 
is illustrated by the scheme). The donation of a small part of electron density 
from silver to the antibinding CN orbitals of one ligand results in an increase in 
the corresponding internuclear C–N distance and a decrease in the curvature of 
potential-energy surface along this coordinate, i.e. in a decrease in the vibrational 
frequency. The donation of the greater part of charge from Ag to the π* system 
of the other ligand leads to the electron density redistribution in the resulting 
negative ion with a decrease in the corresponding frequency of CN vibrations.

Moreover, the matrix-induced shift of vibrational frequency was estimated 
at the quantitative level.64 For this purpose, a model illustrated by the above 
scheme was used. Three characteristic interligand distances R were taken, i.e. 
R = 4.4 Å (charge–transfer configuration), R = 4.8 Å (neutral configuration), and 
R = 4.7 Å (the critical point of electron transfer), and potential-energy surface 
sections corresponding to the C–N coordinate were analyzed. For distances 4.4 
and 4.8 Å, a limited Hartree–Fock method for open shells on corresponding 
configurations was applied. For the distance 4.7 Å, the MCSCF method was 
employed, which involved averaging over two configurations. First, a partial 
nongradient optimization of the geometry with respect to C–N and C–C dis-
tances (between the neighboring carbon atoms in the benzene ring and in the CN 
group) was carried out with all other parameters fixed. Then, the points in the 
potential energy surface in the vicinity of the found equilibrium coordinate C–N 
were estimated, and the numerical estimates of the potential surface curvature 
and the vibrational frequencies of CN groups were obtained. Table 5.12 shows 
the results of this simulation, which implies that the qualitative conclusions 
drawn above are confirmed by numerical results. For the CTC (R = 4.4 Å), the 
red shifts of CN vibrational frequencies (−150 and −175 cm−1) correlated well 
with those experimentally observed for Ag5CB films (−150 and −200 cm−1).

Furthermore, a calculation of an electron spectrum for a model structure of 
CB shown in the above scheme was carried out using the configuration interac-
tions (CI) method of the first order. Of interest were the differences in energies of 
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ground and excited electron states of the Ag(C6H5CN)2 complex, the correspond-
ing strengths of oscillators, and the charges on the fragments of the complex. In 
our case, the CI method of the first order considered the single excitations of 
electrons with respect to the initial wave function that consisted of 44 configura-
tions and was constructed in terms of the MCSCF scheme. As a result, the wave 
function in the CI method contained 96,844 configuration state functions (CSF).

Figure 5.19 compared the calculated electron spectrum of the model com-
plex with the experimental UV absorption spectrum for the co-condensate  

FIGURE 5.19 Electron spectrum of Ag(C6H5CN)2 complex. Dark bands correspond to exper-
imental UV spectrum of co-condensate of 4-pentyl-49-CB (5CB) with silver, which are absent 
in the spectra of individual 5CB and silver. Light columns correspond to fragments of calculated 
Ag(C6H5CN)2 spectrum. The line intensity in the experimental spectrum and the oscillator strength 
in the calculated spectrum are normalized to unity.

TABLE 5.12 Calculated Frequencies of Harmonic CN Vibrations (w) in 
(PhCN)2Ag Complex as a Function of Interligand Distance R and the 
Corresponding Frequency Shift (Dw) as Related to 2501 cm–1 in a Free-
PhCN Molecule Frequencies (w) and Shifts R (Å)

(Δω) cm–1 4.4 4.7 4.8

PhCN (1) 2351 (–150) 2392 (–109) 2416 (–85)

PhCN (2) 2326 (–175) 2412 (–89) 2471 (–30)
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Ag–5CB–decane (1:1:10). The comparison makes it possible to single out the 
bands comparable with those observed experimentally in the range 300–450 nm 
(2.5–3.5 eV), which correspond to the product of the 5CB–silver interaction. 
According to the charges on atoms in the excited states, which were estimated 
via the scheme of natural binding orbitals, the lines in the mentioned region cor-
respond to the charge–transfer transitions of either ligand–metal or ligand–ligand 
kinds.

The DFT-calculation based on hybrid B3LYP potential was carried out to 
study the equilibrium structures of Eu–CB complexes. The model structures 
including one and two metal atoms with antiparallel disposition of ligand mol-
ecules are considered.

Thus, in aggregate, the results of ab initio quantum-chemical calculations 
allow one to characterize both vibrational and electronic spectra of silver co-
condensates with CBs, interpret the observed spectral bands, and, eventually, 
substantiate the conclusions drawn based on experimental studies.

The theoretical simulation of physicochemical properties and chemical 
reactivity of metal nanoparticles is actively developed. In the immediate future, 
attention will probably be focused on modernization of the combined use of 
quantum-chemistry and molecular-dynamics methods for analyzing the proper-
ties of ligand-free clusters. Such clusters are as a rule unstable and cannot be 
synthesized in considerable amounts, which complicates both their studies and 
the comparison of experimental results with theoretical models.

Different versions of the cryochemical synthesis of nanoparticles measuring 
<1 nm should be developed further. By combining experimental data with theo-
retical simulations and developing new methods for the synthesis and stabiliza-
tion of cryoparticles and also for exercising control over their sizes, it is possible 
to pose and solve the challenging problems of nanochemistry—namely, how the 
number of atoms in a metal nanoparticle, the temperature, the nature of stabi-
lizing ligands, and self-assembling processes affect the chemical activity and 
selectivity of nanosystems.
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6.1 GENERAL REMARKS

The high activity of metal clusters and particles is associated, first of all, with 
uncompensated surface bonds, which pose many problems associated with pro-
tection against aggregation. In fact, atoms, clusters, and particles of metals are 
divided into free or unligated and isolated or solvated.

Naturally, such particles have different stabilities and activities. As a rule, 
transformation of original particles into the reaction products involves overcom-
ing a potential barrier, which is called the activation energy (E) of a chemical 
reaction. The presence of a potential barrier means that every chemical species, 
viz., a molecule, a radical, an atom, or an ion, represents a more or less stable 
formation as regards its energy.

The reconstruction of reacting species requires breaking or weakening of 
certain chemical bonds, which results in an expenditure of energy.

Let us return to a scheme M + L shown in Section 2.4. This is a multifactor 
process of competitive reactions, consecutive and parallel, which proceed with 
an activation energy E ≈ 0.

Evidently, each formation in the scheme can be identified with an initial 
state of a peculiar kind and considered as a nanoreactor. Gas-phase reactions 
proceed in a similar way, where the formation of a metal nucleus as a carrier 
of compact metal properties proceeds with an increase in the number of atoms. 
The ratio of surface atoms that determine the interactions with the medium,  
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i.e. chemical properties, is also great. The systems obtained by the M + L 
scheme are nonequilibrium ones. According to the Arrhenius law, the reaction 
rate should decrease with a decrease in the temperature. This determines the 
use of low temperatures for stabilizing active particles and the products of their 
interaction with ligands. Moreover, it is evident that for more active particles, 
lower temperatures should be used for stabilization. The advantages of low-
temperature co-condensation in studying nanoparticles are determined by

	l	 	unlimited choice of metals;
	l	 	the absence of impurities such as ions and the products of redox reactions; and
	l	 	the possibility of studying atoms and small clusters in inert matrices and their 

reactions in active matrices.

Thus, at low and superlow temperatures, we deal with real nanochemistry.
Atoms of most metals can be stabilized at a temperature of 4–10 K in inert 

matrices under, e.g. 1000-fold dilution. This is achieved by the method of matrix 
isolation,1,2 which is widely used for stabilizing active particles that involve not 
only atoms and small clusters but also free radicals such as OH, CH3, and NH2.

We anticipate the discussion of applications of the matrix-isolation method 
with the general remarks concerning the effects of temperature and particle size 
on the reactivity. The exponential dependence of the reaction rate on the tem-
perature manifests itself in different ways over different temperature intervals. 
A comparison of two parallel bimolecular reactions with activation energies dif-
fering by 1 Kcal shows that they cannot be distinguished at room temperature, 
while they proceed at sufficiently different rates at low temperatures. In the 
chemistry of low temperatures, this phenomenon is named energy selection and 
lays the basis for the development of waste-free technologies.3 For example, 
chlorination of ethylene in the vicinity of liquid nitrogen temperatures proceeds 
with the formation of chromatographically pure dichloroethane. Radiation-
induced hydroboration of ethylene at low temperatures yields medicinal ethyl 
bromide, which is used for anesthesia. In both examples, the expensive rectifi-
cation stage is eliminated. The use of low temperatures for finding the reaction 
mechanism and the optimal temperatures for its performance was considered 
by the example of reactions of halogenation and hydrohalogenation of olefins.4

High reactivity of such species is closely connected with the size effects for 
nanometer systems. Such effects appear in general when particle size correlates 
with the characteristic size for a definite system property, for example, magnetic 
domain or the electron-free length. The structural and phase nonhomogeneity 
is characteristic of nanosize systems, and the new coordinate—‘dis-persity’—
should be added to classical physical and chemical analysis that would result in 
diagrams “composition–structure property.” Thus, the particle size (the number 
of atoms in the particle’s structure) becomes the active thermodynamic prop-
erty, determining the system state and its chemical activity. The dependence 
of the relative chemical activity of metal species upon their size is presented 
schematically in Figure 6.1.
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According to this scheme, the chemical activity decreases in the following direc-
tion: free metal atoms → oligomeric clusters →  nanoparticles →  aggregates → bulk 
metal. The atoms and small metal clusters possess the highest reactivity. Their 
properties are usually studied using a special technique for their stabilization in 
inert matrices at superlow temperatures. An increase of the size of the reactive 
species leads to decrease of the number of active surface atoms. It is followed 
by the proper decrease of the system’s chemical activity per atom going from 
dimers and trimers to nanosized particles and then to rougher  dispersions and 

FIGURE 6.1 General scheme describing the relative chemical activity of metal species vs. their 
size. According to this scheme, the chemical activity decreases in the following direction: free metal 
atoms → oligomeric clusters → nanoparticles aggregates → bulk metal. The main factors determining 
the size of metal species formed in the chemically active systems and some experimental tech-
niques used for their characterization are also indicated: TIRS; UVS–VIS; RAIRS; ESR; EXAFS; 
NEXAFS; TEM; SEM; AFM; AES; XPS; UPS; LEED; EELS; SAXS; and various sorts of light-
scattering techniques.
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bulk metals. It should be mentioned that the plot of chemical activity against 
reactive species size is not a monotonic one. There should be some extremes 
due to the higher stability of metal clusters with definite (magic) atom numbers, 
which are specific for individual metals and their combinations. The loss in 
chemical activity is more significant for growing small particles and less sharp 
for the final transition from rough dispersions to bulk.

The size of metal particles forming such systems and their reactivity are deter-
mined by the combination of different experimental conditions (Figure 6.1). The 
main experimentally controllable factors are the support temperature, the metal/
ligand ratio, reagent condensation rate, and the rate of sample annealing. It was 
shown that the lower the temperature of the support surface, the lesser the diffu-
sion-controlled interactions between reactive particles and the more possibility 
for the formation of high-energetic and high-reactive species at low temperatures. 
The metal/ligand ratio greatly affects the size of metal particles obtained via low 
temperature co-condensation. Raising this ratio and annealing of the sample usu-
ally lead to an increase of the part of the clusters and higher aggregated metal par-
ticles. The component condensation rate has a complex effect on the properties of 
low temperature co-condensate film. The lifetime of highly active species (metal 
atoms, their dimers, or trimers) during co-condensation at the cooled surface is 
inversely proportional to the condensation rate. It depends on the nature of the 
relaxation processes in the co-condensate system. The intensity of the particle 
beam determines the number of collisions of the molecules with the surface and 
with each other. The temperature of the surface determines the relaxation pro-
cesses. Together with the chemical nature of the reagents, these factors determine 
the pathway of processes leading to or not leading to the reaction. The processes, 
which occur during the real condensation, are more complicated than the given 
scheme. The experimental techniques usually applied for the study of structure, 
texture, and particle size in co-condensate films are also shown in Figure 6.1.

The most spectacular results of nanochemistry were obtained in the gas 
phase by using the matrix-isolation method. This method consists in accumulat-
ing a substance under conditions that hinder reactions. For example, in a solid 
inert substance at low temperatures, the matrix prevents diffusion so that active 
particles are virtually immobile (stable), frozen in a medium that cannot react 
with them.

In the matrix-isolation method, IR and UV spectroscopies are the main 
studying techniques. Hence, there are certain requirements to matrices:

 (1)  Rigidity, i.e. the absence of noticeable diffusion of stabilized particles, 
which should rule out their recombination and aggregation.

 (2)  Inertness, i.e. the absence of chemical reactions with the matrix. These 
requirements reflect the inconsistencies between the matrix-isolation 
method and those used in preparative cryochemistry, as mentioned above.

 (3)  Optical transparency, which makes it possible to study condensates by 
 spectral and radiospectral techniques.
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As matrices, inert gases were widely used. The melting points Tm (K) of inert 
gases at different pressure are as follows:

Ne Ar Kr Xe
Atmospheric pressure 25 83 116 161
P = 10−3 mmHg 11 39 54 74

For P = 10−3 mmHg, temperatures of the higher limit are shown; however, it 

is advisable to work at a temperature equal to 
1

3
Tm. Optimal temperatures Topt 

for the listed gases are 8, 28, 40, and 50 K, respectively.
As the surfaces (supports) for measuring IR spectra, NaCl, KCl, CaF2, and 

CsI were used. Calcium difluoride was used in the IR and UV regions. Matrix-
isolation units use vacuum of 10−5–10−7 mmHg.

The formation of metal atoms is an endothermic process. The heat of forma-
tion varies from 60 to 800 KJ/mol (e.g. 62 for Hg and 791 KJ/mol for Re). The 
values shown determine the difference in energies between the solid and atomic 
states. The energy of metal atoms in low-temperature inert matrices changes 
insignificantly as compared with the gas phase.12 This means that the kinetic 
energy liberated during condensation is only a small part of the total energy. 
The change in the energy in the course of reaction can be estimated from the 
binding energies. For example, the heat of a reaction Mi + Li → MLi is approxi-
mately equal to the energy of the M–L bond (“i” is the index of stabilized struc-
tures similar to those in the gas phase). The processes are thermodynamically 
 permitted.

A compound ML can be extracted in the individual form as the product, if its 
decomposition is hindered for kinetic reasons. Thus, the number of compounds, 
which can be obtained under matrix-isolation conditions, exceeds the number 
of compounds obtained in preparative synthesis. For instance, a compound 
Ni(N2)4 exists in an argon matrix and was never observed at 77 K.

Thus, we can formulate the methodological significance of low temperatures 
in nanochemistry. This consists in synthesizing new, earlier unknown com-
pounds, improving the methods of preparation of already known compounds, 
and refining the mechanisms of reactions. The examples are shown in the fol-
lowing sections of this chapter.

The interaction between a ligand and a nanocrystalline inorganic (metal) core 
can be considered as the formation of a core–ligand complex. The stability of 
such complexes is determined by the strength of the interaction between ligands 
and surface atoms of the core. Moreover, the stability of complexes determines 
the possibility of their practical application. In connection with this, a constant 
quest for new types of stabilizing ligands was carried out. For this purpose, a 
number of hydrophilic organic dendrons and nanosize voids were proposed.5,6 
Moreover, new approaches to studying stabilization based on the formation of 
labeled ligand coatings were developed.7–10 Typical ligands represent amines, 
thiols, and phosphoric acid derivatives. For these ligands, a  situation where a 
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decrease in pH can have an effect on the core–ligand interaction is possible. 
For example, a ligand can be protonated and passed into solution, which desta-
bilizes the particle. The appearance of such a situation is critical for systems 
with biological functions. The average pH of human digestive juices is close 
to 2. In this case, separation of ligands can result in the appearance of toxic 
nanocrystals.8,11

Carrying out reactions in inert and active matrices poses the problem of 
revealing the relationship between a reaction and the number of atoms in a par-
ticle. The subsequent presentation of the chemistry of nanoreactors is carried 
out in accordance with the groups of elements in the Periodic Table; moreover, 
this involves only those elements for which most clear and interesting results 
were obtained.

6.2 ALKALI AND ALKALINE-EARTH ELEMENTS

Stabilization processes and spectral properties of alkali and alkaline-earth atoms 
have been surveyed in detail.1 However, studies that prove that several atoms, 
i.e. a metal particle of a definite size, can enter into a reaction are few. Alkali 
metals were used as reagents in the reduction of halide compounds of other met-
als. At low temperatures in the liquid phase, the following abstraction reaction 
was carried out:12

MoCl 5 + 5Knap+ 2 Mo+ 5KCl
2

Such reactions are remarkable as a new method for synthesizing bis-arene 
 compounds of metals. In this case, a substitution of easily evaporated potassium 
for molybdenum that is difficult to evaporate takes place. It was shown that this 
reaction does not occur with compact potassium, which is probably due to the 
fact that the presence of locally excessive potassium can favor decomposition 
of the resulting product.

Particles Li3, Li7, Na7, and K7 isolated in low-temperature matrices were 
studied by the EPR technique.13–15 Triatomic alkali-metal particles formed the 
most stable planar structures, which were shaped as triangles with D3h symme-
try, and generated EPR signals.

Five atoms formed a planar structure with C2 symmetry but revealed 
no signals in the EPR spectra. This was strange because particles with 

odd  numbers of atoms having spin 
1

2
 should exhibit paramagnetic properties 

and hence demonstrate EPR spectra. The possible absence of spectrum was 
 associated with their complex anisotropy and complicated superfine structure.16 
Particles comprising more than five atoms formed three-dimensional structures. 
As shown for the deposition of silver cations Ag +

n (n = 50 − 200) with energy 
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of 250–2500 eV on graphite surfaces, these particles could be stabilized even at 
room temperature.17

Among alkali and alkaline-earth metals, magnesium particles attract the 
keenest attention. This is explained by several reasons:

	l	 	Magnesium is easily evaporated without any impurities, because the latter 
have higher melting points.

	l	 	Its gas-phase spectra are well studied.
	l	 	Of great importance are the organometallic compounds of magnesium, which 

served for synthesizing the first Grignard reagent.
	l	 	Magnesium atoms and small clusters can be simulated by ab initio quantum-

chemical methods.
	l	 	By the involvement of magnesium, Grignard reagents with new proper-

ties were synthesized at low temperatures. In contrast to solvated (normal) 
reagents that yield tert-alcohols in their reaction with acetone, the reaction of 
low-temperature nonsolvated reagents with acetone in its enol form-produced 
hydrocarbons.1

	l	 	Magnesium is a component of valuable alloys and materials.

The information on atomic aggregation is of prime importance for understanding 
reactions that involve magnesium particles. Studies in inert-gas matrices make it 
possible to gain insight into the properties of metal atoms and the possibility of 
their aggregation during either condensation or heating of the matrix. Absorption 
spectra of magnesium atoms isolated in matrices of different inert gases were 
repeatedly studied and compared with their gas-phase spectra. Based on the data 
of the interatomic distances for van der Waals complexes magnesium–inert gas 
and the diameters of inert-gas unit cells, it was found that a magnesium atom can 
occupy a unique position in the argon matrix.18 Absorption of magnesium atoms 
at 285 nm was assigned to the 3p1P1 ← 3s1S0 transition. By varying the metal–
inert gas ratio, considerable amounts of magnesium dimers and coarser particles, 
which absorb at 200–240 nm, can be obtained at low temperatures.

The proved presence of magnesium particles in argon matrices provided 
grounds for an assumption that they are formed at the instant of condensation 
when atoms are still mobile. However, attempts to stabilize magnesium atoms 
even by additional dilution with inert gas failed: their adsorption spectra always 
contain bands at 345 nm pertaining to Mgx particles and also bands correspond-
ing to dimers. This circumstance and also the fact that absorption of magnesium 
atoms and coarser clusters dramatically decreases with an increase in the tem-
perature allow us to assume that it is the magnesium particles that react at 77 K, 
rather than magnesium atoms and, hence, a nanochemical reaction is observed.

Matrix-isolation method allowed other alkali-earth metals to be studied. 
Atoms of all these metals were found to form dimers; moreover, mixed dimers 
such as CaMg and BaMg were observed.19 The absorption regions of the latter 
compounds lie between the absorption regions of their components. Table 6.1 
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shows the positions of absorption maxima for dimers isolated in argon and 
krypton matrices.

Dimers of alkali-earth elements are van der Waals particles, and their atoms, 
as a rule, do not absorb light. Aggregation of alkali-earth atoms was studied in 
inert-gas matrices; however, calcium atoms were observed in benzene matrices at 
the dilution of 1:1000 over a temperature range of 55–110 K.20 In diphenyl, triphe-
nyl, decane, and certain other hydrocarbons, calcium atoms remained stable up to 
120 K. The effect of diffusion on the formation of calcium dimers was demon-
strated.21 In the course of heating, no dimers were observed in a krypton matrix up 
to 45 K and a xenon matrix up to 65 K. The dimer ratio in a matrix increased with 
an increase in the condensation temperature. The effectiveness of atomic stabili-
zation as a function of inert-gas nature decreased in the order Xe > Kr > Ar > Ne.165 
Such a dependence was explained by the formation of complexes between the 
metal and inert-gas atoms due to van der Waals forces. Most polarizable inert-gas 
atoms were shown to form most stable complexes. The diffusion of a metal bound 
in such a complex either ceases or is dramatically hindered.1

The high activity of magnesium atoms was observed for the first time when co-
condensed vapors of magnesium and diethyl ether were heated.22 In place of the 
expected colloidal solution of magnesium, an unidentifiable organomagnesium 
compound was obtained. Successful experiments on reactions of low-temperature 
co-condensates containing magnesium particles were accomplished.1,23 The lat-
ter reference shows many examples of reactions involving alkali and alkali-earth 
metals, which were published before the 1980s. Among the reactions involving 
magnesium, the synthesis of Grignard reagents attracts the keenest attention. The 
unabated interest in synthetic problems is evident from the materials cited in a 
recently published monograph.24 As follows from this work, of greatest impor-
tance is the possibility of synthesizing Grignard reagents that involve several 
magnesium atoms. After heating and removal of the excess solvent, low-temper-
ature co-condensates of benzyl halides and magnesium formed colorless crystals. 
Hydrolysis, elemental analysis, and time-of-flight and mass spectrometry tech-
niques made it possible to assume that a Grignard reagent that contains four mag-
nesium atoms was formed.25 An XRD study of the obtained crystals of Grignard 
reagents would additionally prove the structure of such unusual compounds.

Among other interesting reactions in which magnesium particles participate, the 
interaction with methane and acetylene should be mentioned. Magnesium atoms 
in low-temperature co-condensates react with methane only in their excited state.

TABLE 6.1 Absorption Maxima of Alkaline-Earth Metal Dimers in Inert 
Gases

Dimer Ca2 Sr2 CaMg SrMg BaMg SrCa

Argon, λmax (nm) 648 710 545 596 635 685

Krypton, λmax (nm) 666 730 557 604 638 –
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Upon illumination of a co-condensate with light of λ = 270–290 nm, a mag-
nesium atom is inserted into a C–H bond of methane.26 The reaction proceeds 
according to the following scheme:

CH3-H H3C–H

CH3MgH

Mg Mg

The formation of methylmagnesium hydride was confirmed by IR spectra. 
 Further studies have shown that the insertion of a magnesium atom competes 
with its emission from the excited triplet state.27 In solid perdeuteromethane, 
an almost five-fold increase in emission intensity was accompanied by a corre-
sponding decrease in the insertion product yield. This suggests that the insertion 
process involves magnesium atoms in the triplet state and that photophysical and 
photochemical processes are closely interrelated. The observed isotope effect was 
associated with the presence of a reaction barrier and the difference in the zero-
point energies of CH4 and CD4. Methylmagnesium hydride was also obtained in 
the co-condensation of methane and in laser-evaporated magnesium.28 Excited 
magnesium was shown to react with acetylene to produce MgCCH, CCH, MgH, 
and (C2H2)2. Two possible reaction mechanisms were proposed:29

Mg∗ HCCH → (HMgCCH)∗→ MgH CCH
(∆E 106 kcal/mol)

Mg∗ HCCH → (HMgCCH)∗ → H MgCCH 
(∆E 65 kcal/mol)

The energy estimates were obtained by the density-functional method. From 
the viewpoint of the authors, the second mechanism is preferential, because an 
excited magnesium atom has an energy of 63 Kcal/mol.

Reactions of magnesium atoms involving the formation of clusters of  several 
atoms or their interactions with other chemicals depend on the combination of 
several conditions. The reactivity of particles increases with an increase in the 
degree of dispersion of magnesium. However, such particles require special stabi-
lization procedures, including the use of superlow temperatures, which, together 
with a stable valence shell and a high ionization potential of magnesium, have an 
inhibiting effect on the activity of magnesium particles. As a result, reactions with 
their participation depend on many factors such as the method of metal evapora-
tion, the condensation rate, and the temperature of the condensation surface.

For example, magnesium particles obtained by thermal evaporation 
did not form oxidation products in the course of their co-condensation with 
 oxygen–argon mixtures, whereas under a laser beam, quite a number of 
 different  magnesium oxides were observed.30 The products contained minimum 
amounts of MgO. The main products were a linear isomer of magnesium oxide 
MgOMgO and a linear compound OMgO. The use of isotope- substituted oxy-
gen and magnesium and also the estimates of vibrational frequencies made it 
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possible to assume that the reaction Mg + O2 → OMgO is the main stage. Accord-
ing to the estimates, this reaction is endothermic with a barrier of 12 Kcal/mol. 
For the ground-state magnesium atoms produced by resistive evaporation, such 
a barrier was high and the reaction did not occur. Laser-evaporated atoms are 
in the excited state and easily react with oxygen during co-condensation. It was 
assumed that magnesium oxide is formed in a reaction Mg + O2 → O + MgO, 
while dimers are formed by a  reaction Mg + OMgO → MgOMgO.

Electron spectroscopy allows identification of atoms, dimers, trimers, and 
more complex particles of alkali-earth metals in argon matrices at low tempera-
tures. This technique was used for a comparative study of activities of magnesium 
and calcium particles in their reactions with different methyl halides of the CH3X 
type, where X = F, Cl, Br, and I.31,32 The behavior of the systems argon–calcium 
and argon–magnesium, containing small amounts of various methyl halides and 
conditioned for a certain time at 9 K, was compared. Figure 6.2 shows the results 
for calcium particles in argon and a mixture of argon with methyl chloride. As 
seen, the addition of CH3Cl has a different effect on the reactivity of different cal-
cium particles. Dimers and Cax particles react with methyl chloride, whereas the 
amount of calcium atoms in the argon–methyl chloride system further increases.

Similar experiments with different methyl halides and magnesium helped 
to reveal unusual trends in the reactivity of particles of different sizes. These 
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FIGURE 6.2 Reactivity of calcium particles in argon and argon-chloromethane mixture32 
(1) Cax,λ = 472 nm; (2) Ca,λ + 415 nm; (3) Ca2 + Cax,λ = 505 nm. Domain A—argon, domain B—
argon and chloromethane mixture.
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trends are reflected in Table 6.2, which allows us to arrange calcium and mag-
nesium particles in the following order: Cax ≈ Ca2 > Mgx > Mg4 > Mg3 ≈ Mg2 > 
Ca > Mg.

A magnesium atom turns out to be the least active particle. The activi-
ties of methyl halides also change in an unusual way—out of any correla-
tion with the strength of carbon–halogen bonds known from gas-phase data. 
Activity of methane halides in argon matrix is arranged in the following order: 
CH3I > CH3F > CH3Br > CH3Cl.

None of the magnesium and calcium particles under study reacted with 
methane.

To interpret the results obtained, it has been speculated that it is the mag-
nesium clusters that are inserted into the carbon–halogen bond, rather than its 
atoms. The first ab initio quantum-chemical calculations have shown that reac-
tions with clusters are more advantageous from the viewpoint of thermodynam-
ics.33,34 It is also possible that the lower energy of cluster ionization can favor 
the initial electron transfer, which precedes the bond rupture. For example, the 
process takes the following path:

 Mg2 + CH3Br → [Mg+CH3Br−] → CH3Mg2Br 

A more detailed scheme of possible reactions is shown below:

Ca Ar →
k1

(isolated atom)

Ca Ca →
k2  

Ca2

Ca Ca2 →
k3  

Cax (x 3)
Ca CH3Br → no reaction
Ca2 CH3Br → CH3Ca2Br
Cax CH3Br → CH3CaxBr

Here, k1, k2 and k3 are the rate constants of the corresponding reactions.

TABLE 6.2 Chemical Reactivity of Calcium and Magnesium Particles with 
Methane Halides in Argon Matrix

Alkyl halide Ca Ca2 Cax Mg Mg2 Mg3 Mg4 Mgx

CH3I + + + − + + + +

CH3Br − + + − + + +

CH3Cl − + + − − − − −

CH3F + + + − − − + +

CH4 − − − − − − − −
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The formation of a calcium atom is possible, e.g. by the reaction

 CH3Ca3Br → CH3Ca2Br + Ca  

Reactions of atoms are kinetically limited. Of great importance for a reac-
tion are the ionization potentials of particles of different sizes, the binding ener-
gies of metal–metal and metal–halogen, and the affinity of methyl halide to 
electron. The appearance of a charge on the particles due to the electron transfer 
profoundly changes the binding energies. For example, in an uncharged magne-
sium dimer, the energy of Mg–Mg bonding is approximately 1.2 Kcal, and the 
particle represents a van der Waals’ complex. In a charged magnesium dimer, 
the binding energy increases to 23.4 Kcal. The reaction is also contributed by 
the energies of metal–halogen bonds formed.

Reactions of solvated metal ions (M+Sn), where M+ = Mg, Ca, Sr, and Ba, 
were studied in the gas phase by using a time-of-flight mass spectrometer.35 The 
following reactions were observed:

Mg+ + (CH3OH)m → [Mg+(CH3OH)]* → Mg+(CH3OH)n + (m − n)CH3OH

An Mg+(CH3OH)n particle is stabilized due to either evaporation of a 
CH3OH molecule or a collision with a gas carrier. For n ≥ 5, an Mg+(CH3OH)n 
particle undergoes the transformation

 Mg+(CH3OH)n → MgOCH3
+(CH3OH)n − 1 + H 

When n reaches 15, the following reaction occurs:

 MgOCH +
3 (CH3OH)n − 1 → Mg+(CH3OH)n 

The interpretation of synthesized particles was based on ab initio quantum-
chemical calculations. Similar reactions were observed earlier for interactions 
with water.36

Recently, magnesium oxide nanoparticles were applied in a number of 
catalytic reactions. Crystals of MgO measuring 4 nm were treated with differ-
ent amounts of potassium vapors. On the oxide surface, K+ and e− sites were 
formed. Sites of electron-surface binding generated the appearance of superba-
sic zones.37 Interactions with alkenes resulted in the proton abstraction and the 
formation of allyl anions, which took part in the alkylation of ethylene by the 
following reaction:

K MgO
H3CCH CH2 CH2 CH2 CH3CH2CH2CH CH2 heptenes

A comparison of the degree of conversion for nano- and microcrystals of 
magnesium oxide doped with potassium vapors has shown that at 210 °C, the 
yield increases from 15% for microcrystals to 60% for nanocrystals. The effect 
observed was related with the increase in the surface area for nanocrystals and 
correspondingly, the increase in the number of basic surface sites. This example 
shows that the specific catalytic sites are easily attainable for nanocrystals as 
compared with microcrystals.
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Catalytic chlorination of alkanes was accomplished on magnesium oxide 
nanocrystals.38 When substantial amounts of chlorine gas are adsorbed on the 
surface of magnesium oxide, the properties of a chlorine molecule approach 
those of a chlorine atom. It is known that in dark, chlorine molecules do 
not chlorinate alkanes, whereas the system MgO–Cl2 formed by the method 
described above can chlorinate hydrocarbons. It should also be mentioned that 
the selectivity of the MgO–Cl2 adduct is sometimes higher as compared with 
chlorine atoms. In this case, an analogy with the well-known activity and selec-
tivity of radical chlorination in aromatic solvents can be traced.39 By consider-
ing the example of photochemical chlorination of hydrocarbons with primary, 
secondary, and ternary bonds in the benzene medium, the high selectivity of 
the reaction was demonstrated. Chlorination occurred largely for the weakest 
ternary C–H bond. This phenomenon was associated with the formation of a 
complex of a chlorine atom with a benzene molecule, which had a lower activ-
ity than a free chlorine atom and, hence, could selectively interact with the 
weakest bond.

The peculiarities of the MgO–Cl2 system mentioned above allow us to 
 suggest that dissociative adsorption of a chlorine molecule takes place on the 
MgO nanocrystals. This results in stabilization of an atom-like particle, the elec-
tron density of which is shared with the oxygen anions (O2−) on the surface. The 
chlorination of methane and other hydrocarbons probably proceeds under spe-
cific catalytic conditions when secondary reactions MgO + 2HCl → MgCl2 + H2O 
proceed more slowly as compared with chlorination and oxide regenera-
tion. Below, we show a possible scheme of successive reactions for alkane 
 chlorination on magnesium oxide nanocrystals:

MgO MgO Cl2 Cl Cl

MgO  MgO
–RCl

 R    Cl
          RH   −HCl   2HCl

MgOMgO MgO MgO MgClMgO
–H2O    Cl

To fully understand the chemical mechanism of this reaction, it should 
be elucidated whether the interaction of alkyl radicals R with chlorine atoms 
occurs on the surface or in the gas phase and whether R is bound with Mg2+ or 
with O2 −

2 .
As particles with well-developed surfaces, nanocrystals should exhibit an 

enhanced ability to adsorb various molecules. For instance, MgO nanocrys-
tals at room temperature and a pressure of 20 mmHg strongly chemisorbed 
6 SO2 molecules/nm2 of their surface, whereas a microcrystal absorbed only 
1.8 SO2 molecules/nm2 (see Ref. 40). Moreover, for nanocrystals, the forma-
tion of single bonds prevailed, while double bonds were preferentially formed 
on microcrystals. This is explained by the morphological peculiarities of the 
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two kinds of crystals and is schematically illustrated by the  structures shown 
below:

O O

S

O

 a nanocrystal that 
adsorbs a monolayer at 
a pressure of 20 mmHg

O

S O

MgO MgO

a microcrystal that adsorbs 
a    of a monolayer at a 
pressure of 20 mmHg

With an increase in pressure, molecules adsorbed on a microcrystal are 
bound more weakly, which results in the formation of ordered and condensed 
multilayers because of the predominance of a certain direction of interaction. 
Thus, for adsorption too, the size and shape of a crystal play a significant role. 
Similar peculiarities were observed for adsorption on MgO nanocrystals of dif-
ferent gases with acidic properties, namely, CO2, HCl, HBr, and SO3.41 How-
ever, when multilayer adsorption occurs at elevated pressures, the ordering of 
a microcrystal surface becomes one of greater importance. It was assumed that 
both polarization and morphology change during the adsorption. In such a case, 
magnesium oxide can be considered as a participant of a stoichiometric pro-
cess. In 4-nm magnesium oxide crystals, up to 30% of the total number of ions 
pertain to their surfaces. Precisely, this accessible 30% of magnesium oxide is 
used, i.e. in fact, a common gas–solid reaction occurs.

The reactions of magnesium oxide nanocrystals with aldehydes, ketones, 
and alcohols were observed to involve destructive adsorption.42 The reaction 
of magnesium nanooxide with aldehydes is endothermic, and nearly a mole of 
acetaldehyde per mole of oxide undergoes destructive adsorption. Presumably, 
the reaction proceeds as follows:

MgO MgO

H3C
C

H

O: :
MgO MgO

C

O

H3C H

: :

H3C
C

O

:

MgO MgO

H

MgO MgO

CHH2C

O H

The surface reactions under discussion involve the loss of a proton by an 
aldehyde molecule owing to coordination of carbonyl oxygen with Mg2+ and 
the subsequent transfer of a proton to the surface. An analysis of the IR spectra 
showed that the absorption intensity rapidly decreases for the C–H bond in alde-
hyde and gradually increases for C]O and C]C bonds. It was assumed that 
the reaction with new aldehyde molecules results in the formation of polymers, 
which suggests that the amount of destructively adsorbed aldehyde exceeds 
a monolayer. No destruction was observed on carbonaceous adsorbents with 
highly developed surfaces. Hence, nanocrystalline metal oxides with highly 
active polar surfaces exhibit new valuable properties.
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Nanocrystalline oxides, particularly MgO, were also used for the destruction 
of different bacteria, viruses, and toxins in the processes, employing chlorinated 
adducts.43 The mechanism of the interaction of biologically active particles with 
nanosize oxide–chlorine systems, which results in their destruction, requires 
further studies to be conducted. These processes are of interest for exercising 
control over biological weapons and various biotoxicological diseases.

Recently, the studies of magnesium particles once again attracted the atten-
tion of theorists. One of the main reasons for this is that in contrast to most sub-
stances, small magnesium particles (dimers, trimers, and tetramers) are bound 
by weak van der Waals forces. This stems from the quasi-closed nature of the 
ground state of magnesium atoms.

Density-functional calculations have shown that in an Mg3 particle, which 
forms an isosceles triangle, the binding energy is 0.14 eV per atom, whereas 
in a tetrahedral Mg4 particle, this energy is 0.3 eV per atom, i.e. twice higher. 
The bond length in Mg3 is 329 pm, which is smaller than 319 pm in a compact 
metal.44

The density-functional method was used for analyzing how the degree of 
solvation by diethyl ether affects both the structure of Grignard reagents RMgX, 
where R = CH3, C2H5, C6H5, and X = Cl, Br, and the strength of the carbon–
magnesium bond.45 It was noted that the strength of the Mg–C bond depends 
on the organic substituent and the solvation process, rather than on the halogen 
nature. For example, the C6H5–Mg bond is stronger than the C2H5–Mg bond by 
70 KJ/mol and increases further by 40 KJ/mol in the course of solvation to yield 
322 KJ/mol for C6H5MgBr·2(C2H5)2O.

Small magnesium particles present a challenge for quantum chemistry, 
and different calculation methods invoked for finding the binding energies 
in such particles provide only qualitative agreement with the experiments.44 
Theoretical studies of small magnesium clusters have also been accom-
plished.45,46 Extensive theoretical studies have made it possible to make the 
following  conclusions:

	l	 	Mg4, Mg10, and Mg20 particles are highly stable;
	l	 	the changes in metal properties observed with an increase in the size are non-

monotonic.

Thus, additional studies of the structure of particles of different sizes and the 
processes of their transformation into compact metals are required.

6.3 TRANSITION METALS OF GROUPS III–VII 
IN THE PERIODIC TABLE

These groups include such important elements as titanium, vanadium, chro-
mium, molybdenum, manganese, etc. Among their reactions, the interactions 
with carbon dioxide were studied most comprehensively. Co-condensation of 
Ti and certain other elements of groups III–VII involves the electron transfer 
and insertion of a metal into the C–O bond. The intermediate of the O–M–CO 
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type thus formed reacts with carbon dioxide.47 Reactions with titanium are 
 illustrated by the following scheme:

Ti + CO (15 K)→ O=Ti–C≡O + Ti=O + Ti–C≡O + C≡O,2

O=Ti–C≡O+CO2 →

Ti

O

O

C
O

C O

Only few studies revealed a distinct dependence between the chemical  activity 
and particle size, which compels us to use indirect results. For instance, when no 
chemical changes are observed during the co-condensation of metal and ligand 
vapors on a surface cooled to 77 K, then stabilization of metal atoms and clusters 
can be claimed with high probability. If further heating gives rise to chemical 
reactions, then the formation of nanoparticles of different sizes and their reac-
tions with the ligand, which, as a rule, is present in excess, can be asserted.

The process of low-temperature co-condensation of metal vapors and vapors 
of various organic substances is actively used by chemists for synthesizing new 
organometallic compounds with unusual properties. Many scientists from dif-
ferent countries are successfully working in this direction.48,49

Here, the details of such nanochemical experiments should be considered 
once again. Japanese scientists thoroughly examined different reactions between 
various silicon derivatives and Ca and Ge, using the procedure described above. 
They succeeded in synthesizing products of insertion into Si–Cl and Ge–Cl 
bonds, namely, compounds of the Si–M–Cl type, and in carrying out their reac-
tions with different ligands. At the same time, they observed the cases of magne-
sium insertion into Si–Cl bonds in its reaction with, e.g. (CH3)3SiCl. However, 
we have shown that under molecular-beam conditions, joint condensation of 
Mg and (CH3)3SiCl yields a silicon analog of Grignard reagent, in contrast to 
the classical organic synthesis. The following scheme of competitive reactions 
was put forward:

77 K
(CH3)3SiCl Mg   → (CH3)3Si Si(CH3)3 MgCl2

H2O, HC1
R3SiCl Mg   → R3SiMgCl      → R3SiH

The synthesis of an organosilicon analog of Grignard reagent was evidenced 
by the reactions of R3SiMgCl with water vapors, hydrogen chloride, and tert-
butanol. The resulting R3SiH was identified by a characteristic frequency 
v = 2120 cm−1 of the Si–H bond.

Below, a possible reaction mechanism is shown:

 

R3SiCl + Mg → [R3SiCl − · Mg + · ] → R3SiMgCl
R3SiMgCl + R3SiCl → R3Si − SiR3 + MgCl2  
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A new stage is the formation of a radical–ion pair and silylmagnesium 
 chloride, which interacts with the initial reagent to give disilane.

Using a setup shown in Figure 2.6, the following reaction was carried out:
THF 300 C

Re BrCH2CH2Br → … → Re3Br9(THF)3
77 K

A solvated halide of a transition metal was obtained in the absence of water.50

Particles containing a large number of atoms, which are of special interest, 
are still scantily studied. Mention should be made of the synthesis of Cr4 and 
Cr5 particles and their EPR studies in argon matrices.51 It was assumed that a 
weakly bound vertex chromium atom in Cr4 and Cr5 is a habitat of virtually all 
unpaired spins responsible for the appearance of 16 lines in the spectrum. In the 
authors’ opinion,51 this result was quite unexpected.

At present, most detailed gas-phase studies were carried out with Nbx particles. 
The use of beams intermittent through nozzles made it possible to obtain Nbx par-
ticles, where x = 5–20. Several chemical reactions were accomplished with these 
particles. The interaction of Nbx particles with benzene followed the scheme:

 Nbx + C6H6 → Nbx − C6H6 + NbxC6 

Nbx particles were obtained by combining laser evaporation with supersonic 
expansion. A pulse method at a helium pressure of 3–5 atm was used. Collisions 
with helium cooled hot niobium atoms, thus slowing down their rate. Clusters 
were formed in a flow, which passed through a reactor, where it was mixed 
with different reagents (in this case, benzene) introduced together with helium. 
Then, the mixture was expanded to prevent collisions and was subjected to the 
 selection procedure in a time-of-flight mass spectrometer.52

The additive-induced loss in the intensity of a peak corresponding to a par-
ticle of a certain size was measured. It was shown that the reaction with benzene 
actively proceeds starting from clusters with x = 4.

The minima at x = 8 and x = 10 correspond to the highly stabile Nb8 and 
Nb10 particles. The observed sharp increase in reactivity for x = 4 and 5 can be 
explained by both thermodynamic and catalytic reasons. For the reaction to 
start, the formation of a certain minimum number of Nb–C bonds was vital. 
This is the thermodynamic factor. The catalytic effect was associated with the 
necessity of a simple anchor-type bonding of benzene rings in order to promote 
the dehydrogenation process.

Based on the studies with benzene and other aromatic molecules, the 
 following conclusions can be drawn:

	l	 	the initial molecule should have at least one double bond;
	l	 	the loss of an even number of hydrogen atoms was observed.

The first statement implies a mechanism that involves the π-electron sys-
tem into the reaction. The second conclusion states the formation of evaporated 
 hydrogen molecules.
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By the example of a reaction between Nbx and BrCN, it was shown that the 
cluster size affects the selectivity of the process. A niobium particle abstracts 
either a bromine atom or a CN radical from a BrCN molecule:

 Nbx + BrCN → NbxBr + NbxCN 

Small clusters promote the abstraction of CN groups. For x ≥ 7, both pathways 
cease to depend on the particle size. The results obtained were explained based 
on different kinds of collisions between niobium clusters and BrCN molecules. 
For small clusters, brief collisions prevail; for large particles, the formation of 
complexes, the decomposition of which yields both products, was assumed.

The steric effect in this reaction also changes with the particle size.  Figure 6.3 
shows the results obtained for two alkyl bromides, namely, CH3CH2Br and 
CH3CHBrCH3, in the reactions with Nbx clusters. As seen from the figure, for 
small niobium clusters (x ≤ 4), the NbxBr yield is independent of the bromide 
nature. However, when the reaction involves particles with x ≤ 5, the yield of 
isopropyl bromide substantially decreases (by ca. 20%), which is explained 
by steric effects. In this case, the approach of a cluster to bromine is hindered, 
which is aggravated with an increase in the cluster size for Nb5, Nb6, Nb7, etc. 
In other words, for large particles, the number of effective collisions decreases.

By the example of niobium particles, the effect of particle size on the reaction 
pathway was demonstrated. Such an effect was observed when the ligand–cluster 
interaction resulted in the formation of a complex, which could react to give two 
different products. Moreover, if one of the pathways is preferred for energy or 
steric reasons, we can expect certain changes in the product distribution depend-
ing on the cluster size. This kind of a phenomenon does indeed take place, e.g. 
during the reaction of niobium particles with halogen-containing olefins.

FIGURE 6.3 Effect of the size of niobium particles and the steric properties of ligands on chemi-
cal reactivity.52
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Nbx + RCH = CHBr  →    Nbx
...RCH = CHBr

NbxRC2R NbxBr

adductive
bromine abstraction

      dehydrogenation 

It was shown that coarse clusters favor the formation of NbxRC2R. Appar-
ently, this means that small clusters readily attack bromine. Probably, coarse 
clusters, in turn, more easily form π-complexes with double bonds, which result 
in dehydrogenation.

Yet another interesting example of the particle-size effect on the reaction 
pathway was observed for the reaction of niobium clusters with CO2.

The reaction is illustrated by a scheme:

x>7 OCNbxO   I
Nbx + CO2 →  [OCNbxO]              

x<7 NbxO+CO   II

Apparently, a common intermediate product is formed in this reaction, 
because the yields of products I and II are inversely related. This was dem-
onstrated by the example of isotope-labeled carbon dioxide. Thus, small clus-
ters with x = 3–7 favor the formation of NbxO, whereas large clusters promote 
the formation of OCNbxO. Probably, this can be explained by the fact that 
large clusters stabilize “hot” intermediate OCNbxO due to energy dissipation, 
whereas adducts of CO2 with small clusters undergo decomposition.

Examples shown above, on the one hand, clarify certain questions concerning 
the reactivity of nanoparticles and, on the other hand, pose new problems. The 
procedure mentioned for synthesizing niobium nanoparticles involves several steps 
that can influence the corresponding reactions. Thus, a serious drawback of this 
procedure is associated with the fact that the temperature of a cluster is unknown; 
moreover, during the reaction, large clusters can be fragmented by a scheme 
Nbx + Rx → NbyR + Nbz. Such a process should affect collisions and reactions. Some 
uncertainties are associated with the laser-detection step, especially for the produc-
tion of neutral particles when fragmentation and side processes are possible.

Several general remarks should be made. The interaction of Nbx clusters 
with hydrocarbons such as cyclohexane, cyclohexene, and cyclohexadiene 
points to their sensitivity to unsaturated bonds. Small clusters do not react with 
saturated hydrocarbons but actively dehydrogenate alkenes and dienes.

For Nbx clusters with x = 1–3, complexes Nbx–C6H6 were observed. For 
large clusters with x = 4–9, ions prevailed, especially for x = 9. This is why large 
clusters more actively dehydrogenate benzene and form Nb–C bonds to produce 
carbide-like structures. For benzene, it was found that Nb5, Nb6, Nb7, Nb9, and 
Nb11 were more active in converting C6H6 to C6. This intriguing result was 
 confirmed by the fact that Nb8 and Nb10 do not interact with hydrogen and 
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nitrogen. Dissociative chemisorption of hydrogen on Nb+
7 , Nb+

8 , and Nb+
9  was 

studied. Similar to neutral clusters, Nb+
7  was more active than Nb+

8 . The equal 
activities of neutral and charged clusters do not agree with the simple electro-
static model of dissociative chemisorption.

Studies of the activity of niobium clusters made it possible to outline several 
general problems for nanochemistry. It is most likely that large clusters can be 
used for controlling the high-energy process of dehydrogenation via concurrent 
reactions. Particles Nb8 and Nb10 with closed shells are apparently structurally 
inactive. To exercise control over the process, a certain number of Nb–C bonds 
should be formed.

 Nbx + C6H6 → (C6H6)Nbx + C6Nbx + H2 

Generally, we have more questions than answers, and the major question is: 
why are some particles active while others are not.

By the example of niobium particles (n = 2–20) under commensurable condi-
tions at different temperatures, a kinetic comparison of their reactivities toward 
hydrogen, nitrogen, and deuterium was carried out.53 The experimental results 
were compared with the estimates made within the framework of the electron-den-
sity functional model. Figure 6.4 shows the results on the interaction of nitrogen 
and deuterium with niobium particles at different temperatures. Their reactiv-
ity was observed to strongly depend on the particle size; moreover, an unusual 
dependence on the temperature was observed. The reaction rate decreased with 
temperature over a range of 280–370 K. Such dependence was explained by the 
formation of an intermediate weakly bound complex according to the scheme:

Nbn + N2 ↔ Nbn(N2) → NbnN2

ka kc

kb

where ka, kd, and kc are the rate constants of association, dissociation, and che-
misorption, respectively.

A similar scheme was proposed for nitrogen interactions with molybdenum par-
ticles,54 and the quantity ΔE = Ed – Ec, where Ed is activation energy and Ec is che-
misorption energy, was determined for clusters of different sizes. It was found that 
ΔE is 8.0 Kcal/mol for Mo15, 5.0 Kcal/mol for Mo16, and 6.5 Kcal/mol for Mo24.

An analysis of the temperature dependence for the above scheme of reac-
tions with Nb particles made it possible to conclude that N2 and D2 retain their 
molecular bonding within their complexes, whereas in the reaction products, 
their bonding is dissociative.54 The possibility of direct conversion of reactant 
without the formation of an intermediate complex was considered. Summing 
up, the calculated and experimental results make it possible to conclude that 
the scheme that involves the complex is necessary but insufficient for describ-
ing the intricate temperature dependences of reactions of nitrogen and deute-
rium with niobium particles of different sizes. Density-functional calculations 
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of the  reactions of niobium atoms, dimers, and trimers with N2 and H2 made it 
possible to determine the conformation, symmetry, binding energy, and charge 
transfer for particles Nb2N2, Nb3N2, and Nb3H2.

The ionization potential usually correlates with the reactivity of a cluster. In 
the reaction of niobium particles (n = 8, 10, and 16) with nitrogen, an anticor-
relation dependence was observed. This concrete case was explained by the 
presence of a barrier at the intersection of the neutral potential of repulsion and 
the ionic potential of attraction.53 For the reactivity of a cluster, the location of 

FIGURE 6.4 Dependence of the rate constant of second-order reactions of (a) deuterium and 
(b) nitrogen with Nbn particles in a cluster at 280, 300, and 370 K.53



176 Nanochemistry

the charge on its surface is also important. The charge is usually located near 
the center of mass but can be removed from the reaction site on the surface. 
This means that the surface of coarser particles has a lower stabilizing ionic 
potential, even though the ionization potential decreases with an increase in the 
particle size. Hence, large clusters should be less reactive, which is not the case 
for niobium particles. This inconsistency was removed by the introduction of 
an effective ionization potential, which takes into account the radius of a cluster 
and the energy of its polarization. Based on the aforementioned analysis, it was 
noted that the contribution of electrostatic energy to ionization potential has no 
effect on the reactivity of a particle. The process is controlled by other factors 
determined by the cluster structure. The correct interpretation of the reactivity 
of niobium particles requires considering the potential of uncharged particles. 
This is in line with the concepts of the temperature effect and the participation 
of intermediate complexes in the reaction.

By the example of a reaction of niobium particles with deuterium, it was 
shown that anions, cations, and neutral clusters have similar reactivities.55,56 
Such a feature has been mentioned earlier for other metals.57–59 The similar 
reactivity for neutral and charged particles makes it possible to conclude that the 
electron-transfer models used as the basis of explanation of reactivity require 
refining; particularly, the geometry of nanoparticles can define the adsorption 
processes and the activity of metal clusters.60

Particles with magic numbers of atoms are stable because of the presence 
of closed shells, either electronic or geometric. Such particles tend to have high 
binding energies per atom, high ionization potentials, and widely deviating 
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 
orbital (LUMO) energies. Thus, it was shown that niobium particles Nb8, Nb10, 
and Nb16 with closed electron shells are active toward hydrogen adsorption.61 
The same authors stressed that the no dependence of niobium activity on the 
presence of a charge substantiates the importance of the geometric structure. 
Apparently, the charge-transfer model and a model considering the geometric 
structure of a particle can supplement one another. Unfortunately, the geometric 
structure of small clusters cannot yet be studied by direct experimental methods 
and is determined only by calculations.

A wide difference in ionization potentials of neutral and charged particles 
indicates that the ionization potential is not the main factor that controls the 
reactions of clusters. In real cases, more intricate phenomena were observed. 
In particular, the presence of charges on clusters perturbs their potentials of 
interaction with molecules; moreover, the existence of cluster isomers with  
different ionization potentials and different activities is possible. The formation 
of structural isomers and their different activities were evidenced by the exis-
tence of biexponential kinetics.58,62

The high reactivity of niobium particles of different sizes toward nitrogen 
and hydrogen is determined by the presence of a relatively small number of 
valence electrons. In the corresponding reactions of molybdenum clusters, 
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which have a higher number of valence electrons, the interaction of orbitals, 
which is associated with repulsion processes, plays the key role. In this case, 
steric effects defined by the cluster geometry become the decisive factor.

Under conditions of single collisions, the molecular and dissociative adsorp-
tion of nitrogen on tungsten particles in a range W10–W60 was studied.63 The 
probability of the reaction with the first and second nitrogen molecules was 
measured for tungsten particles at room and liquid-nitrogen temperatures. The 
results in Figure 6.5 reflect the higher probability of the interaction of tungsten 
particles W10–W60 with the first nitrogen molecule at a temperature of ca. 80 K 
as compared with 300 K. A pronounced nonmonotonic behavior of the reactivity 
was also observed. At room temperature, the maxima for clusters W15, W22, and 
W23 were observed. The W10–W14 interval corresponded to the low  reactivity at 

FIGURE 6.5 Dependence of the probability S of a reaction of (a) one and (b) two nitrogen mol-
ecules with Wn particles at (1) 80 and (2) 300 K on the number of tungsten atoms in a cluster.63
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room temperature. On the other hand, at low temperatures, only W11 particles 
exhibited a low activity, while the highest activity corresponded to the W15 clus-
ters. The activity of all tungsten particles studied was higher at low temperatures 
as compared with room temperature. At room temperature, virtually no interac-
tion was observed between tungsten particles and the second nitrogen molecule, 
while at low temperatures this interaction was weaker as compared with the 
interaction with the first nitrogen molecule. As seen from Figure 6.5, for tung-
sten particles W20–W60, the probability of the reaction slowly increases with an 
increase in n; however, this does not correlate with the activity vs. n dependence 
observed for the first nitrogen molecule.

Tungsten particles with nitrogen molecules were heated using a pulsed 
excimer laser. Samples obtained at room temperature and 77 K behaved in dif-
ferent manners. No nitrogen desorption was observed at room temperature, 
whereas at low temperatures, substantial desorption of nitrogen molecules was 
observed for all the clusters studied. The number of nitrogen molecules left 
on the surface after the desorption approached their number observed at room 
temperature. The fraction of nonadsorbed nitrogen molecules was higher for the 
more active particles. Thus, we can infer the existence of the sites on tungsten 
clusters that differ in the energy of nitrogen bonding.

At low temperatures, the first nitrogen molecule reacts with tungsten par-
ticles, while the second nitrogen molecule is bound by WnN2 particles. The fact 
that the number of adsorbed secondary molecules is smaller than that of primary 
molecules may be a consequence of the negative dependence of the reactivity 
on temperature. One of the explanations was based on the higher temperature of 
WnN2 particles as compared with Wn due to the possible dissociation of a part 
of the nitrogen molecules at low temperatures. Dissociative bonding of nitrogen 
at low temperatures can also be caused by their more effective absorption on 
the molecular precursors. If nitrogen molecules diffuse over the cluster surface, 
they can be localized in sites with the high binding energy. In this case, the prob-
ability of dissociation increases. On the other hand, the dissociation process has 
an activation barrier. Hence, it cannot be ruled out that dissociation or desorp-
tion can occur during the laser beam-induced heating.

For vanadium particles V10–V60, the dependences of their reactivity on the 
number of atoms and temperature of clusters were revealed in reactions with 
CO, NO, O2, D2, and N2.64 It was shown that low-temperature reactions with 
both the first and second CO, NO, and O2 molecules are virtually indepen-
dent of the number of vanadium atoms. For deuterium and nitrogen molecules, 
temperature dependences were observed. For these molecules, a strong effect 
of the particle size on the reactivity at room temperature was observed; more-
over, sawtooth dependences were revealed. For particles containing less than 
20 vanadium atoms, adsorption of CO, NO, and O2 resulted in fragmentation 
of clusters, which probably proceeded via evaporation of a metal atom. It was 
shown that V13 and V15 particles are more stable than V14.
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In the gas phase, reactions of oxide ions separated using a mass spectrom-
eter (VxO ±

y , NbxO ±
y , TlxO ±

y ) with ethylene and ethane were studied.65 It was 
demonstrated that the highest activity corresponds to vanadium oxide cations 
(V2O5) +

n  that have a specific stoichiometry and gave up their oxygen to hydro-
carbons. Anions of oxides of vanadium, niobium, and thallium did not enter into 
this reaction.

Chromium particles Crn (n = 1–25) were studied by X-ray adsorption spec-
troscopy.66 Mass-spectrally separated chromium particles were subjected to mild 
deposition (without fragmentation) on the (001) surface of Ru oxide. Strong 
interaction of particles with the substrate inhibited the formation of islets.

Germanium nanowires of a diameter of ~4 nm doped with boron (p-type) or 
phosphorus (n-type) were synthesized by CVD from germanium tetrahydride 
(GeH4) at 275 °C. The process was catalyzed by gold particles of 2–20 nm diam-
eters. The size of germanium nanowires was determined using TEM; evapora-
tion was performed on gold-plated grids.67 Germanium wires thus synthesized 
were used for creating the field effect in field transistors.

Gas-phase studies of the physicochemical peculiarities of isolated clusters 
of definite sizes are important for understanding the properties of particles 
incorporated into a matrix or stabilized in it. Moreover, the properties of par-
ticles containing several atoms, which determine the chemical peculiarities of 
the system, are of prime interest.

Hybrid nanomaterials based on organic and inorganic components find 
increasing application. This is explained by the fact that organic chemistry 
allows synthesizing a vast diversity of compounds with a wide spectrum of 
physical properties. Moreover, the properties of hybrid structures depend 
not only on organic or inorganic components but also on acquiring interface 
properties, which can be tuned with more sophistication using organic mate-
rials. Lamellar structures containing highly ordered crystalline yttria layers 
separated by organic layers were synthesized by the reaction between yttrium 
alkoxides and benzyl alcohol.68 The yttria layer thickness was 0.6 nm, while 
the thickness of the organic layer depended on the nature of the organic sub-
stance and was 1.74 nm for benzyl alcohol and 2.21 nm for 4-tert-butylbenzyl 
alcohol. Doping of the structure with Eu31 ions resulted in the appearance 
of strong luminescence in the spectral red range, which is typical of oxide 
matrices.

6.4 ELEMENTS OF THE GROUP VIII OF THE PERIODIC SYSTEM

Group VIII of late transition elements is represented by iron, cobalt, nickel, 
ruthenium, rhodium, palladium, osmium, iridium, and platinum.

By the example of palladium, an important cycle of studies devoted 
to synthesizing nanoparticles of definite stoichiometric compositions was 
accomplished.69 A particle of the Pd561L60(OAc)180 composition, where L is 
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1,10-phenanthroline and OAc groups form a ligand shell, was identified. The 
formation of a palladium cluster proceeded in two steps:

Pd(OAc)2 + L + H2 → (1 / n)[Pd4H4(OAc)L]n + AcOH
[Pd4H4(OAc)L]n + O2 + AcOH → Pd561L60(OAc)180 + Pd(OAc)2 + L + H2O

The synthesized palladium particles are “magic” particles, i.e. they contain 
strictly definite numbers of metal atoms, namely, 13, 55, 147, 309, 561, etc. 
Such numbers correspond to closed shells of cubic octahedral clusters.

The successful synthesis of particles containing 561 palladium atoms 
initiated the studies on synthesizing palladium clusters with different num-
bers of filled shells. Magnetic properties of palladium particles with different 
numbers of atoms were considered.70 The mechanism of synthesis of particles 
with a fixed number of atoms is still unclear. For a cluster with a Pd561 core, it 
was assumed that the metal particle forms a crystalline lattice in the last stage 
of thermal treatment when it acquires the icosahedron shape. The principles 
of building icosahedral metal clusters based on a model generalization were 
described.71

Below, we show the scheme of a reaction of coordination-unsaturated cobalt 
compounds with ethylene.72 This process is of interest as a method of elongat-
ing carbon chains, and it pertains to chemistry of one- and two-carbon mol-
ecules C1 and C2.

O

C2H4 + Co 
co-condensation

(C2H4)m Con
CH3CHO 

(C2H4)m Con–CCH377 K
H

H2 CO

H    O

(C2H4)m ConCO (C2H4)m-1 Con–CCH3

CH2CH3 

CH3CH2CHO + (C2H4)m–1 Con
 O 

 CH3CCH2CH3+(C2H4)m–1Con

Here, the product of low-temperature co-condensation of Co and C2H4 
is designated as (C2H4)mCon. It readily reacts with acetaldehyde CH3CHO, 
formaldehyde HCOH, and, more importantly, with CO–H2. The use of deu-
terium-labeled compounds made it possible to refine this scheme. Reactions 
with the addition of other substrates proceed successfully only if the melting 
point Tm of the latter is sufficiently low to provide the mobility in the Co–
C2H2 matrix up to the decomposition of the (C2H4)mCon complex. Unfortu-
nately, these reactions are nonselective and a part of the products are formed 
spontaneously.
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It is interesting that under similar conditions (77 K), a reaction with iron 
produced more mobile complexes (C2H4)2Fe2.73 The synthesis and reactions of 
the complexes are illustrated by the following scheme:

(C2H4)2Fe2 CH2 = CH H

Fe Fe

C2H4

CH2 = CH

Fe Fe

CH2CH3

Complexes of (C2H4)mFen type are stable only at a temperature below 18 K. 
Nickel complexes Ni(C2H4)3 were synthesized at 77 K; however, they were not 
extracted.74

The method of low-temperature co-condensation of vapors of metals and 
various ligands gave rise to the appearance and successful development of new 
directions in the chemistry of organic compounds of metals and other elements. 
Among a wide diversity of directions in this field, we briefly consider only 
dispersions of solvated metal atoms. They are usually synthesized at 77 K. The 
heating of such co-condensates is accompanied by migration of atoms and the 
formation of clusters and nanoparticles. The cluster growth competes with the 
interaction of growing clusters with the medium material.

A certain control over the size of the obtained particles can be provided by 
the appropriate choice of the matrix material (xenon, hydrocarbons, and aromatic 
compounds) and the heating conditions. At the same time, the unlimited growth is 
a common problem. Nonetheless, the method proved to be very fruitful for obtain-
ing new catalytic and bimetallic systems. At present, a great attention is paid to the 
physical properties of Mx particles. Thus, a nonmonotonic variation in the ioniza-
tion energy with size was observed. The ionization energy was 5.9 eV for an iron 
dimer and ca. 6.4 eV for its trimer and tetramer. However, for Fe9–12 particles, this 
energy was lower than 5.6 eV, whereas for Fe13–18, it exceeded 5.6 eV.75

Nonmonotonic changes were also observed for Nix clusters with x = 3–90.76 
The results are rather in poor agreement with theoretical predictions.77 It should 
be stressed that magnetic properties of Fe, Co, and Ni nanoparticles also depend 
on their sizes.78–80

The dependence of the reaction of Fen with H2 on the particle size and the 
annealing temperature was studied. An interesting phenomenon was observed: 
an increase in the temperature of the cluster–helium flow resulted in the reduc-
tion of particle activity. The possible explanation assumes that the initial growth 
of clusters is kinetically controlled and, probably, leads to the formation of more 
defective and hence more active clusters. Under annealing, a cluster can acquire 
another form, e.g. collapse to give a structure more stable with respect to ther-
modynamics, which can be less active. The activity of the interaction of Fex 
with H2 changes with the size of the particles. Furthermore, the particle size also 
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determines the sharp changes in the energy of the bonding of adsorbed NH3 and 
H2O. Apparently, all the phenomena described above are of the same origin, 
being related to the changes in the ligand-free cluster structure. For Fen (n = 2–
165), the samples with chemisorbed NH3 indicated the existence of metastable 
structures. Reactions of Fen particles with O2, H2O, and CH4 were studied81

 

Fen + O2 → Fen − O2(n = 2 − 15)
Fen + H2O → FeO + H2

Fen + CH4 → no reaction  

It was also noted that iron atoms react with none of these reagents and the 
activity of particles increases with their size; however, for particles that involve 
more than six atoms, the activity ceases to depend on the size.

Under commensurable conditions, the chemisorption of deuterium on neutral 
and positively charged iron clusters was studied.82 Particles Fen and Fe +

n  demon-
strated a nonmonotonic dependence of the reaction rate on the number of atoms, n. 
As seen in Figure 6.6, the activity changes by four orders of magnitude in a range 

FIGURE 6.6 Effect of size on the activity of (a) charged and (b) neutral iron particles.82
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from n = 1 to 31. The presence of a charge also affects the rate. These results were 
qualitatively explained by the changes in the valence  electron structure of clus-
ters. The geometric structure of a cluster, which determines the  number, energy, 
and spatial orientation of the valence orbitals capable of effectively reacting with 
hydrogen, is also important.

Figure 6.6 shows that the activity of samples is similar for Fen and Fe +
n  par-

ticles for n ≥ 20. Strong deviations are observed for n < 20. An Fe +
n  particle dem-

onstrates a sharp peak at n = 4–6. At the same time, the activities of Fe −
4  and Fe −

5  
particles are approximately 1000 and 1200 times higher, respectively, as compared 
with Fe +

3 . It is comparable with the activity of Fe +
81 and approaches the activity 

of Fe +
23 – 31. The activity of Fe +

9 – 14 clusters is suppressed as compared with that of 
the nearby clusters, which, as seen in the figure, is in contrast to the uncharged 
particles that have a wide maximum in the same range with a peak at Fe10.

The chemical synthesis of nanoparticles and nanomaterials with controlled 
shapes has only achieved limited success. Only a few authors reported on the 
preparation of heterostructures smaller than 20 nm.83,84 A chemical method 
for synthesizing heterodimers was also proposed.85 To produce Fe3O4–Ag 
heterodimers, first, Fe3O4 nanoparticles were prepared. These particles were 
then dissolved in , as for example, hexane or dichlorobenzene, the result-
ing solution was mixed with aqueous silver nitrate solution, and the mixture 
was subjected to ultrasound to form a microemulsion. Presumably, ultrasound 
also induced self-organization processes at the liquid–liquid interface. In 
the process, few Fe(II) sites on the interface acted as catalytic centers for 
the reduction of the Ag+ ions and nucleation of the Ag nanoparticles. After 
a 30 min-reaction, the organic phase, separated by centrifugation, contained 
finely divided Fe3O4–Ag heterodimers measuring 13.5 nm. According to 
TEM studies, the diameters of Fe3O4 and Ag particles in a dimer were 8 and 
5.5 nm, respectively. Using the same procedure, FePt–Ag and Au–Ag dimers 
were obtained. The advantage of this method is that it allows attaching differ-
ent biomolecules to silver.

The geometry and the binding energy in Nin particles (n ≤ 23) were 
 determined by employing ab initio multiparticle potential and molecular-
dynamics simulations.86 The average interatomic distance, which was found 
to be a function of the particle size, was shown to monotonically change up 
to n = 9, after which small oscillations were observed. The average distance in 
Ni23 was 2.25 Å, which is 10% longer than the average distance in the compact 
metal. In a nickel dimer, the bond length is 2.01 Å. It is interesting to note that 
the equilibrium geometries of Ni12–Ni16 particles are similar to those observed 
in inert-gas clusters and clusters with closed electron shells, such as in Mgn. In 
contrast to alkali metal particles, for nickel particles, the binding energies per 
atom demonstrate no magic numbers. As compared with other particles, Ni2 and 
Ni13 are more stable.

The electronic structure of transition metals such as Nin, Con, and Fen is 
complicated by strong correlation effects. In particular, these particles do not 
form closed electron shells.87
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Interesting results were obtained for a reaction of carbon monoxide with a 
cluster of nickel ions in the gas phase.88 Separation was performed on a quadru-
pole mass spectrometer. Nickel–carbonyl complexes Nin(CO)+

k and NinC(CO) +
l

, where n = 1–13 and k and l  change as a function of the cluster size, i.e. n, were 
observed. For clusters of definite sizes, the stability was calculated as a function 
of the valence electron number, which allowed the number of bounded carbon 
monoxide molecules to be predicted and fit the XRD data. As a whole, such 
correlations are obeyed.

In the gas phase, chemisorption of CO by clusters of different metals was 
studied for V, Co, Ni, Nb, Mo, Ru, Rh, Pd, W, Ir, Pt, and their particles Mn, 
where n = 1–14.89 Clusters were obtained by laser evaporation and analyzed on 
a time-of-flight mass spectrometer. For the majority of transition metals, the 
following dependence was observed: for n ≤ 5, the clusters readily chemisorbed 
CO, whereas the activity of coarser clusters was 2–3 times weaker. It was noted 
that metal atoms and particles M2, M3, and M4 are comparatively weakly active 
with respect to carbon monoxide. This phenomenon was explained as a pos-
sible competition between monomolecular destruction and stabilization upon 
collisions.

The deviations in the reactivity of clusters of transition metals such as Pd 
and Pt in the gas phase were observed for their reactions with H2, D2, N2, CH4, 
CD4, C2H4, and C2H6; the following general trend in the activity variation was 
found: D2, H2 > N2 > C2H4 > CD4, CH4, C2H6.90,91

For platinum clusters, their reactions with hydrocarbons heavier than  ethane 
were studied.92,93 The degree of dehydrogenation was shown to increase with 
the cluster size. Thus, for cyclohexane, a benzene diadduct (C6H6)2Ptn was 
formed, which was followed by the liberation of six hydrogen molecules. At 
the same time, benzene itself could be dehydrated on particles containing three 
or more platinum atoms. The temperature at which platinum particles reacted 
with a hydrocarbon was estimated as ca. 300–600 K, and the time was estimated 
as 100 µs. It is interesting to study such reactions at lower temperatures and at 
greater times. It was noted that studies of this kind cannot be carried out with 
pulsed beam techniques—a solid-jet method is more suitable.

Now, we consider briefly the chemistry in matrices and cold liquids. As 
was noted above, low temperatures provide natural conditions for stabilizing 
metal atoms, clusters, and nanoparticles and in studying their chemical activ-
ity. However, here we face various problems associated with the fact that only 
extremely low temperatures (4–10 K) in such inert media as argon allow us to 
infer the existence of free unligated clusters. In contrast to the gas phase, in the 
liquid phase, we deal with solvated particles, which can naturally affect their 
chemical activities. Nonetheless, real materials represent solid and liquid sys-
tems—hence, the attention paid by scientists to physicochemical properties of 
metal particles in solid and liquid phases.

Below, we show the general scheme of the synthesis of solvated metal 
 particles in organic media.94
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M +  S
metal solvent

77K
co-condensation M−S−solvate complex

(colored)

heating
M−S  solvated

metal atom

further
heating

(M)n−S−suspended
solvated particles

evaporation of
excessive solvent at
300K

(M)n−S−black nanocrystalline or
amorphous solvated metal particles

The first stage is co-condensation at 77 K, which usually produces a weakly 
solvated complex. The latter is, as a rule, colored due to charge transfer. This is 
either a CTC or a donor–acceptor complex. Such complexes play an important 
role in cryochemistry. They transform a two-component system into a single-
component one and lift diffusion limitations. In many low-temperature cases, 
no chemical processes can proceed without the formation of complexes. The 
formation of complexes is the necessary condition for chemical reactions.95,96 
The second stage is heating, which gives rise to an M-solution system. The third 
stage is the further heating, resulting in the formation of Mn clusters located in 
a viscous sticky medium resembling liquid clay. And, finally, the fourth stage 
is the removal of the solvent excess to produce an Mn-solvent system, which 
can be either amorphous or crystalline. Stages 1–3 are often accompanied by 
 reactions of metal clusters with the solvent.

The resulting final size of a particle and its state, e.g. crystalline, depend on 
the metal concentration, the solvent activity, and the heating conditions. In fact, 
the growth of clusters can be accompanied by unusual and unexpected reactions 
with solvent at low temperatures. Particularly, systems formed with nickel con-
tained small particles lacking ferromagnetic properties. The growing crystals 
actively interacted with alkanes (solvents) and activated C–H and C–C bonds 
when heated to 150 K.97

At this point, it is worth pointing that the reaction occurs at low temperatures 
and the growing clusters are more active on the clean metal surfaces. The latter 
factor infers the formation of defects during the growth of clusters. The unusual 
conditions of cluster growth in organic media give rise to new peculiarities. 
The kinetic control results in the appearance of defects and voids. The forma-
tion of such sites on a growing particle can be beneficial for the better com-
bination of orbital energies and favors the cleavage of C–H bonds. Reactions 
with solvents are also possible. The formation of particles depends on the metal 
concentration, the solvent activity, the heating conditions, and the presence of 
 surface-active additives (surfactants).

Particles comprising two different metals were also obtained by using 
various solvents. The scheme below illustrates such a synthesis for manga-
nese and cobalt that applies the solvated metal atoms dispersion (SMAD) 
method.98
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The obtained system was used for catalyzing the hydrogenation of butene-1 
at 213 K.99 The hydrogenation rate turned out to be higher with a bimetallic 
catalyst as compared with individual cobalt and manganese. It this case, we 
observe a synergistic phenomenon. Such catalytic systems are either introduced 
into zeolite pores or synthesized immediately in the pores.100

For metals of group VIII (M = Ru, Os, Rh), the reactions of oxidative addition 
were observed. Thus, the reactions such as M + CH4 → [M–H–CH3] → CH3MH 
proceed easily without activation energy at a temperature of 10 K in the argon 
matrix. The reaction is favored by a high (50–60 Kcal/mol) energy of the metal–
hydrogen bond. The reactivity of particles correlate with the evaporation rate of 
metals and, hence, the kinetic energy of atoms acquires great importance.

Cobalt, nickel, and iron react with methane only in the presence of light of 
a wavelength λ ≈ 300 nm, whereas light with λ ≈ 430 nm initiates the reverse 
 process.101,102 For iron, this process occurs via the following scheme:

Fe + CH4

300 nm

420 nm
CH3FeH

A metal particle attacks a C–H bond. The possible reaction mechanism is 
associated with the formation of a σ-complex. Other hydrocarbons such as C2H6 
and C3H8 react in a way similar to methane. Iron reacts with cyclopropane by 
attacking the carbon–carbon bond.103 According to IR spectra, the following com-
pounds were detected in the products of the reactions with benzene: Fe(C6H6), 
Fe(C6H6)2, and Fe2(C6H6).104 In argon matrices at a temperature of 12 K, the 
photolysis initiates the following reaction of iron with 1,4-cyclohexadiane:

Fe +
12K

Fe
12K Fe + H2



187Chapter | 6 Chemical Nanoreactors

In argon matrices, iron and nickel enter into a reaction with diazomethane 
CH2N2.105,106 Particles of M]CH2 or N2MCH2 were formed as the products. 
Illumination of the matrix with light of wavelength λ = 400–500 nm increased the 
yield of N2NiCH2. Presumably, photoinduced diffusion plays an important role.

Interesting reactions of particles of group-VIII metals with triple bonds were 
observed.107,108 In argon at 15 K, iron and nickel react with acetylene to give 
MC2H2 compounds. Moreover, it is most likely that iron forms a σ-complex 
rather than a π-complex, because IR spectra revealed no changes corresponding 
to the triple bond, while a change in the C–H bond was observed at n = 3270 cm−1. 
Presumably, this process proceeds according to the following scheme:

Fe
H

C CH
H Fe C CH

In the case of Ni, the formation of a π-complex is preferential.
The above examples demonstrate the sensitivity of similar reactions to 

regrouping and light action.
Interaction of iron atoms with alkenes produced substituted ferrocenes.109 

Presumably, this reaction follows the scheme:
Fe + RC ≡ CR → (co-condensation, heating) (C5R5)Fe + trimers and tetramers 

of alkines.
Such an unusual reaction requires the cleavage of at least one triple bond. 

The reaction mechanism is unclear.
An analysis of the reaction of nickel with CH4 and H2O was carried out. 

An interesting method for synthesizing new trinuclear compounds based on the 
reactions of metal atoms with organometallic compounds was proposed.110 
Particularly, the following co-condensation reaction was described:

77 K
Co C6H3(CH3)3 Fe(CO)5 [C6H5(CH3)3]2FeCo2(CO)5

The latter example confirms once again the complexity of this problem. It 
is still difficult to write a stoichiometric reaction equation and determine the 
number of atoms in a metal particle that enters into a chemical reaction. It is 
quite unlikely that such active particles as cobalt atoms form no coarser clusters 
immediately during the co-condensation process at 77 K. However, the uncer-
tainty in the metal particle size should not restrain chemists from studying new 
chemical reactions and synthesizing new compounds.

The geometry, the electronic structure, and magnetic properties of Con par-
ticles (n = 2–8) were considered in terms of the nonlocal density functional.111 
It was shown that small cobalt clusters can be described by a set of various 
geometric structures that do not differ too widely in energy. In this study, the 
following equation was proposed:

 lgν = kn(Eb − E0) 
It describes the relative rate ν of the reaction of cobalt particles with deutero-

hydrogen as a function of the number of cobalt atoms n and the binding energy 
Eb (E0 and k are constants). This equation was used for processing the data on 
the reaction of Con with D2.57 Figure 6.7 shows the results obtained.
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The low activity of the Co6 cluster can be explained by its higher binding energy 
and enhanced stability. In turn, the particles Co7 and Co8 have lower binding ener-
gies per atom as compared with Co6, which may result in their higher activity.

Yet another type of chemical reactors is represented by various kinds of 
micelles. Thus, cobalt particles measuring 3 nm were obtained by using toluene 
and surfactants.112 The following scheme illustrates this synthesis. In fact, the 
size of the particles obtained in such synthesis is determined by the size of the 
void in a micelle. As shown in the scheme, cobalt particles tend to form rod-like 
particles 11-nm long and 3–4 nm in diameter.

Under the effect of ultrasound, in alcohol solutions of inverse micelles based 
on cobalt porphyrins, nanorods with a distance of 0.25 nm between cobalt atoms 
and a length of 200 nm were prepared. The aggregated particle included nearly 
800 cobalt porphyrin molecules.113

FIGURE 6.7 Dependence of the relative rate v of a reaction between cobalt particles and deutero-
hydrogen on the number of cobalt atoms, n, and the binding energy.57
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Cobalt-doped titanium dioxide nanocrystals measuring 4.4 ± 0.5 nm were 
 synthesized in inverse micelles. Thin films formed from these nanocrystals 
exhibited strong ferromagnetic properties at room temperature.114 The synthetic 
method involved the use of an ionic precursor of cobalt and an oxidation reac-
tion, which resulted in metal cobalt.

Unique particles were obtained using organic solvents and two different 
metals. In this case, it is remarkable that the authors managed to mix the metals 
immiscible under usual conditions. The scheme, presented below, exemplifies 
such an experiment.115 Atoms of evaporated iron and lithium were trapped in 
cold pentane at 77 K. Further heating resulted in aggregation of atoms. Clusters 
of Fe–Li were formed. The kinetic control over their growth in cold liquid pen-
tane led to the formation of 3-nm α-Fe crystals surrounded by a noncrystalline 
lithium medium. The total size of particles was 20 nm. The resulting powder 
exhibited pyrophoric properties. Its surface area was 140 m2/g. Controlled oxi-
dation (to prevent ignition) and heating of such a cluster yielded an onion form 
of a hybrid core–shell structure. The core consisted of α-Fe crystals, whereas 
the shell consisted of metal lithium or its oxide.

By choosing the conditions of heating and oxidation, we can control the 
size of α-Fe crystals in the range 3–32 nm. It is important that the particles were 
covered by protective coatings of Li2O or Li2CO3 and, thus, were stable in air 
for several months. Particles Fe–Mg were synthesized in a similar way.

Interesting results were obtained for iron nanoparticles with the average 
size of ~7 nm. The particles were stabilized by oleic acid or AOT. The reactiv-
ity of Fe0 particles was assessed by their reaction with oxygen to give FexOy. 
The oxygen concentration was controlled according to the lifetime of pyrene 
 fluorescence.116

For such core–shell particles, the iron core oxidation at room temperature 
was inhibited. A possibility of this reaction was opened in a relatively nar-
row temperature interval of about 110 °C. The specifics and mechanism of the 
 activation process require further investigation.

Preparation of various core–shell nanosystems has attracted keen atten-
tion. Of prime interest was the problem regarding how the properties of indi-
vidual components change in such systems. It was shown that deposition of 
noble metals on magnetic cores and “vice versa” changes the magnetic, optical, 
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and chemical properties as compared with individual components.117,118 For 
 example, iron oxide nanoparticles overcoated with dye-impregnated silica shells 
were shown to retain the magnetic properties of the core, while exhibiting the 
luminescent optical properties of the organic dye.119 Recently, a new method for 
synthesizing bifunctional nanocrystals, which combined the properties of mag-
netic nanoparticles and semiconductor quantum dots, was proposed.118 The syn-
thesized core–shell Co–CdSe nanocrystals had 11 nm cores and 2–3 nm shells.

Platinum is the major catalyst in nitric acid production, reduction of automo-
bile exhaust gases, oil cracking, and proton-membrane-exchange fuel cells.120 In 
all the applications listed, platinum was usually employed in the finely divided 
state. In particular, nanotubes and nanowires that possess well-developed and 
active surfaces as compared with nanoparticles are most promising for cataly-
sis. The synthesis of platinum nanowires with a diameter of 3 nm and a length 
up to 5 nm, which employed organic–inorganic mesoporous silicon compounds 
as templates, was proposed.121 A chemical synthesis of nanotubes as separate 
crystals was carried out.122

In the first stage, H2PtCl6 or K2PtCl6 were reduced with ethylene glycol at 
110 °C in the presence of polyvinylpyrrolidone to yield Pt(II) species. Further 
reduction proceeded more slowly in air at 110 °C and resulted in the forma-
tion of platinum particles with an average diameter of ~5 nm. In this process, 
ethylene glycol served as both a reducing agent and a solvent. The rate of the 
process was regulated by small amounts of FeCl3 or FeCl2, which induced the 
assembling of platinum particles into spherical agglomerates. Moreover, plati-
num atoms, which continued to form very slowly, started the growth of uni-
form nanowires on the surfaces of agglomerates so that the latter resembled sea 
urchins at the end of the process.

Bimetallic FePt nanoparticles attract high interest in view of their applica-
tions in memory storage units and as high-performance permanent magnets. 
These particles were also used in the preparation of water-soluble systems that 
involve biomolecules.123,124 Moreover, the structural and magnetic properties 
of FePt nanoparticles were shown to depend on the size and composition of 
particles.125,126 A one-step synthesis of FePt nanoparticles of controlled size and 
composition was proposed.127 This can be illustrated as follows:

(a) (b) (c)
Fe/Pt Fe/Pt Fe Fe/Pt Fe/Pt Fe3O4

(1) (2) (3) (4)

In the first stage, spherical FePt cores enriched with Pt were obtained. They 
were formed by the reduction either of platinum acetylacetonate at a temperature 
exceeding 200 °C or with Fe atoms from decomposed Fe(CO)5, or by both pro-
cesses. In stage (a), more Fe atoms were coated over the Pt-rich nuclei to form 
particles (2) measuring ~7 nm. In stage (b), the interphase diffusion occurred. 
The exposure of these particles to air resulted in the formation of system (4), 
which represented a core–shell FePt/Fe3O4 structure measuring 7 nm/1.2 nm.
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The synthesis of metal particles containing two metals, and their  deposition 
on solid carriers play an important role in catalysis. This method allows  different 
systems to be obtained. We can deposit either one kind of metal or both, in layers 
or together. Insofar as the deposition occurs at low temperatures (below 200 K), 
the formation of metastable compounds of two metals even those that cannot 
form stable alloys for thermodynamic reasons and the  so-called  immiscible 
metals, becomes possible.

Conductive palladium wires of 100-nm diameters (according to SEM data) 
were synthesized via the electrolysis of palladium acetate solutions between 
chromium and gold electrodes spaced at 10 µm and 25 µm under the effect of an 
AC electric signal of 10Vrms and 300 Hz.

The wires grew spontaneously along the direction of the electric field. The 
proposed procedure can be used for creating nanosize fuses, device intercon-
nection, and chemical sensors.

In as much as the morphology of metal pairs can strongly differ from one 
another, it is virtually impossible to predict the properties of the catalytic sys-
tems obtained. In bimetallic clusters, one element affects the properties of 
another. Detailed studies of properties of such systems will allow synthesiz-
ing new catalysts with high activity. The synthesis of cryodispersions and their 
deposition on adsorbents also makes it possible to obtain new catalytic systems.

6.5 SUBGROUPS OF COPPER AND ZINC

These subgroups of the periodic table include several important and interesting 
metals, namely, Cu, Ag, Au, Zn, Cd, and Hg.

These metals are remarkable owing to their ability to form clusters suffi-
ciently and easily in their zero-valence state, which allows scientists to operate 
with them in different media. These metals also form classical colloids.

The idea of cryophotochemistry was put forward and realized by consider-
ing the example of silver atoms. Silver atoms isolated in an inert-gas matrix are 
readily crystallized under the action of light. Thus, Ag2, Ag3, Ag4, Ag5, etc. were 
obtained. As a result of photoexcitation, the energy is transferred to the matrix. 
The latter is heated during the relaxation of silver atoms to the ground state. The 
softening of the matrix promotes atomic motion and the formation of clusters. 
This is a complex process, which proceeds in consecutive stages. Thus, under 
the action of light, Ag3 takes a silver atom and transforms into Ag4; however, 
it can also transform into Ag2 and Ag. An interesting method for synthesizing 
particles with different sizes was developed.128 It combines the mass spectral 
selection with the subsequent condensation of particles in inert-gas matrices. 
Using this method, dimers and trimers were obtained for many metals. EPR 
studies of these clusters and also those with higher numbers of metal atoms (M5 
and M7) provided information on the electron density distribution over indi-
vidual atoms. The distribution over atoms was shown to be nonuniform, which 
probably determined the different reactivities of clusters of different sizes.
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A linear chain is the simplest structure built by metal atoms. For such 
 structures, the interval between the higher occupied and lower vacant molecu-
lar orbitals usually oscillates depending on even or odd numbers of atoms in a 
cluster.129

Transition metals are of interest for studying the formation of a structure 
with an increase in the particle size. Transition metal atoms include both local-
ized 3d electrons and delocalized 4s electrons. It is assumed that these states 
depend in different ways on the particle size. For example, the atomic structure 
of copper is 3d104s1 and, similar to alkali metals, copper has one unpaired elec-
tron in the outer shell. However, the 3d sublevel is lower with respect to energy 
and affects the cluster properties. In compact copper, the 3d sublevel makes a 
substantial contribution to the Fermi level, which results in the higher conduc-
tivity of copper. In copper clusters, the 4s sublevel is delocalized, which gives 
rise to discrete and size-dependent changes. At the same time, the 3d sublevel 
monotonically changes with the particle size.

In studying the structural and electronic peculiarities of Cun (n ≤ 18)  particles 
deposited on an MgO (100) film, the theory of density functional was used.130 
Calculations considered the complete relaxation of the surface of overlapping 
levels corresponding to the 3d–4s orbitals of copper and 2p orbitals of oxygen. 
The competition of interactions of the copper atoms with one another and with 
the oxide surface was observed. The calculated average adsorption energy per 
copper atom decreased with the increase in the particle size, whereas the aver-
age energy of Cu–Cu interaction increased. This feature explains the preferen-
tial formation of three-dimensional structures for n ≥ 5. In this case, the system 
gains more energy from the binding of copper atoms than from their interaction 
with the surface.

The behavior of atoms at the metal–thiolate junction was studied by den-
sity-functional method for the interaction of small copper and gold clusters 
with alkanethiols. The fragmentation energy estimates have shown that for  
Cun–thiolate (n = 1, 3, 5, 7, and 9), the energy required for breaking the S–C 
bond in the thiolate progressively decreases from 2.9 eV for n = 1 to 1.4 eV for 
n = 9. The reduction in the binding energy was attributed to the polarization of 
the electronic density in the S–C bond.131 No effects of this kind were observed 
for gold clusters with methyl and ethylthiolates.

The studying of ligand-free metal clusters evidenced the existence of closed 
electron shells.132 They exist for spherical Mn particles, where n = 2, 8, 18, 20, 
34, 40, etc. It is these clusters that are thermodynamically more stable and com-
paratively more abundant. These particles also have a higher ionization energy, 
a weak electron affinity, and a low reactivity as compared with particles with 
open shells.

A possibility of attaching chemical reagents to clusters with closed shells 
was studied for copper particles. Clusters Cu6, Cu+

7 , Cu+
71, etc., were exam-

ined. Metal atoms were modeled as one-electron systems by using the effec-
tive potential of the nucleus, its polarizability, and chemisorption of carbon 
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monoxide on different sites of a cluster.468 Table 6.3 shows the results of 
simulations.

If one considers carbon monoxide as a ligand with two electrons and each 
copper atom as a donor of one electron, then the closed electron shells should 
correspond to Cu6CO and Cu+

7 CO. The results of theoretical simulations and 
experiments confirm this assumption. Indeed, as seen from table, Cu6CO and 
Cu+

7 CO particles have the highest chemisorption energies. A Cu +
17CO particle 

also has a closed shell and is stable. For small clusters, the effect of the shell 
type is less pronounced. Probably, this stems from the fact that a single electron 
pair can add to an unfilled 1p shell of a cluster.

Nanowires with a diameter from 40 to 150 nm and a length of several tens of 
micrometers were obtained on copper and silver foils of large-areas (8 × 3.6 and 
14.3 × 3.4 cm2) via solid-phase reactions of vapors of AgTCNQ or CuTCNQ 
(TCNQ = 7,7,8,8-tetracyanoquinodimethane).133 Metal nanowires of a diam-
eter from 30 to 50 nm, based on copper, silver, and gold, were synthesized.134 
Organic semiconductor nanowires were also synthesized.135

The method of low-temperature co-condensation is also suitable for synthe-
sizing colloid particles. Thus, gold atoms were condensed together with ace-
tone, tetrahydrofuran, trimethylamine, dimethylformaline, and dimethylsulfate 
oxide. The condensates were heated to obtain stable gold particles measuring 
ca. 6 nm.136 In all the solvents listed above, no reactions were observed. Only 
stabilization of gold particles by solvents took place. “Pure” colloid solutions 
formed could be sputtered to produce film coatings of different thicknesses. 

TABLE 6.3 Energy of Chemisorption (eV) of Carbon Monoxide on Neutral 
and Charged Copper Particles

Cluster Neutral particle Cation

Cu1 0, 10 1, 18

Cu2 0, 60 1, 06

Cu3 0, 93 1, 00

Cu4 1, 03 1, 04

Cu5 0, 46 1, 19

Cu6 1, 06 1, 23

Cu7 0, 59 1, 42

Cu8 0, 44 0, 93

Cu9 0, 72 0, 88

Cu10 0, 31 0, 66
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Some solvents could be partially incorporated into the films and removed from 
them by heating.

It was found that gold particles measuring 3 nm exhibit catalytic activity with 
respect to hydrogenation of double bonds. Thus, for hydrogenation of butene to 
butane, it was shown that the activity of 3-nm gold particles is highly compa-
rable with that of palladium black, a conventional catalyst of such reactions.

EPR spectroscopy was employed in studying the host–guest interaction 
of the derivatives of a para-substituted benzylhydroalkylnitroxyl radical and 
gold particles measuring 3.4 ± 0.7 nm stabilized by a monolayer formed by a 
water-soluble thiol and triethylene glycol monomethyl ether. From the changes 
in the spectra of nitrogen and the two β-hydrogen atoms, the equilibrium con-
stant of the exchange between free radicals and radicals incorporated in the 
particle was determined. The synthesis of water-soluble gold nanoparticles 
was described.137

By the example of gold, yet another problem of nanochemistry, which can 
be conditionally formulated as resolvation, i.e. a transition of particles from one 
solvent to another without changing their size, was solved. As an example, the 
agglomeration of gold atoms in acetone and perfluor-n-tributylamine (PFTA) is 
depicted in the scheme.94 Here RH is an acetone fragment and RF is a fragment 
of PFTA.

The heating resulted in the formation of a dark-brown colloidal solution of 
Au in PFTA, which lost its color when extracted with acetone, while the upper 
acetone layer became purple.
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Among other reactions of elements from this subgroup, mention should 
be made of the reaction of copper with diazomethane at 12 K.138 In the argon 
matrix, two products were formed, according to the scheme:

Cu+CH2N2

CuCH2+N2

N2Cu−CH2

Under the action of light, N2CuCH2 can dissociate in argon matrix. A 
 different situation was observed in the nitrogen matrix: the N2CuCH2 formed 
did not undergo light-induced dissociation. The composition of products was 
revealed by analyzing the IR spectra.

A unique study on the reaction of cadmium, zinc, and mercury with ethyl 
halides at low temperatures in krypton matrices was performed.139,140 The 
choice of metals was dictated by the fact that the above-mentioned metals do not 
react with ethyl halides in gas and liquid phases and, also, that these systems are 
amenable to simulations. The metal alkyl halide matrix ratio was 1:100:1000. 
The differences in the reactions with different alkyl halides were revealed by 
considering the example of excited mercury.

 

Hg* + EtC1 → HC1 + C2H4 + Hg
Hg* + EtF → H2 + CH2 = CHF + Hg 

It was found that the metal atom is inserted into C–Cl and C–Br bonds and is 
not inserted into the C–F bond. The interaction of Zn, Cd, and Hg (metals with 3p 
orbitals) with ethyl halides is a spectacular example of a solid-phase reaction at 
superlow temperatures. The resulting hydrogen halide (HX) was bound in a com-
plex with ethylene at low temperatures, whereas the products of the first reaction 
could be obtained only upon heating. The unusual reactivity of ethyl halides was 
explained based on the energy diagrams of the metal–ethyl halide system.

The reactions with ethylene and propylene at 77 and 4 K were studied by 
considering the example of copper, silver, and gold. In hydrocarbon matri-
ces at 77 K, the formation of complexes Cu(C2H4), Cu(C2H4)2, Cu(C2H4)3, 
Ag(C2H4), and Ag(C2H4)2 was observed.141–144 At 4 K, complexes with pro-
pylene Cu(C3H6), Cu(C3H6)2, Au(C3H6), and Au(C3H6)2 were found. The fact 
that no silver complexes were observed deserves interest. This suggests that 
the formation of complexes is extremely sensitive to the energy levels of the 
interacting orbitals. Thus, gold with acetylene yields a vinyl radical, rather than 
a complex.145

Au HC�CH →Au–CH CH

The interaction of gold anions Au −
n (n = 1 − 3) with CO and O2 at 100 K was 

studied,146 particularly, for Au −
6  anions.147

Benzene layers formed on Au{111} surface were studied at 4 K, using the 
STM technique. At low coverage degrees, benzene was preferentially adsorbed 
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on the vertexes of the monoatomic steps, while its adsorption on the terraces 
was relatively weak. The microscope probe induced the concert-cascade move-
ments of benzene molecules, rather than random motion.148

It was found that gold nanoparticles measuring 2–4 nm deposited on TiO2 
exhibit catalytic activity and can promote selective catalytic reactions such as 
epoxidation of propylene.149 The unexpectedness of these results stimulated 
experimental and, particularly, theoretical studies. In analyzing the catalytic 
properties of gold, the key role was played by the cluster structure. Thus, the 
question of planar–nonplanar structure of gold particles Au6 and Au8 was ana-
lyzed based on several theoretical methods.150

A method for synthesizing polyethylene-stabilized copper nanoparticles was 
developed.151 According to the EXAFS and electron microscopy studies, the 
average size of copper particles was 17 nm, and their structure largely corre-
sponded to the crystalline structure of metal copper. A highly dispersed phase 
was formed by the decomposition of copper diacetate. It was found that copper 
nanoparticles in polyethylene matrix resisted oxidation in air.

The high catalytic activity of copper nanoparticles incorporated into 
p-xylylene toward isomerization of 3,4-dichlorbutene-1 into trans-1,4-dichlor-
butene-2 was described.152 The activity of cryochemically synthesized copper 
in poly-p-xylylene exceeded that of highly dispersed copper in silica gel by two 
orders of magnitude. The catalytic activity depended on the copper content in 
poly-p-xylylene and correlated with the conductivity of samples.

The reactivity of nanopowders of copper and some other metals obtained by 
electric explosion was studied.153,154 The chemical activity of nanopowders was 
investigated by the example of photoreduction of o-, p-, and m-nitroanilines, the 
formation of copper phthalocyanine, and by the oxidation of isopropylbenzene. 
It was proposed to use the oxidation of isopropylbenzene as a model reaction for 
characterizing the properties of electroexplosive powders.

Nanorods of CdS were synthesized by the decomposition of molecular 
precursors in the absence of surfactants.155 Using the solvothermal method, 
tetrapod-shaped CdSe and CdTe nanocrystals were synthesized.156–158 
Tetrapod-shaped ZnO159 and ZnS160 nanoparticles were synthesized by com-
bining the evaporation and vapor-condensation methods. Nanowires, nanorods, 
and nanoribbons were obtained for ZnSe.161,162

Zinc oxide nanoparticles are a promising material for electronic and 
 optoelectronic applications. Attention was focused on one-dimensional struc-
tures of the nanorod type. In addition to high-temperature vapor-phase syn-
thesis, a great attention was paid to low-temperature processes of synthesizing 
zinc oxide nanorods.163–165 Among these reactions, the processes based on the 
growth of ZnO nanocolumns 50–2000 nm long and 50–100 nm wide around 
zinc oxide grains deposited on substrates were most successful.166 A simple 
method of preparation of ZnO nanorods and nanotubes was proposed.167 This 
was based on magnetron sputtering to yield different surfaces coated with ZnO 
films. To form zinc oxide nanorods, zinc plates or foils were immersed in 5% 
formamide solution. The average diameter of grown nanorods was ~100 nm.
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Recently, it was demonstrated that zinc oxide nanorods can be formed in 
the microstructures of self-assembling organic templates.168 The templates 
were prepared by microcontact printing of self-assembled monolayers of 
11- mercaptoundecanoic acid (HSC10H20COOH) on electrobeam evaporated silver 
films. Then, the chemically patterned Ag surfaces were immersed for several hours 
in an aqueous solution of zinc nitrate and hexamethylenetetraamine ((CH2)6N4) at 
50–60 °C to produce nanorods of 2-mm diameters. The assumed mechanism of 
selective nucleation is based on the combination of the pH-regulated interaction 
of charged particles and the changes in supersaturation conditions near the film–
solution interface.

Nanostructures based on gold and silver find various applications in science 
and technology. Mention should be made of their most interesting applications 
in optics and catalysis,169–171 optoelectronics and electronics,172–174 chemi-
cal and biological sensing, and clinical diagnostics.175–179 Silver particles are 
actively used in detecting surface-enhanced Raman scattering.180

Various structural combinations based on gold and silver particles and, 
 particularly, core–shell nanostructures are finding ever-increasing application. 
In contrast to individual particles, such structures are characterized by the pres-
ence of two surface-plasmon resonance bands. For gold nanoshells deposited 
on dielectric cores, viz. silica beads or latex polymers, these resonance bands 
could be shifted from 500 to 1200 nm by varying the core diameter and/or the 
shell thickness.181

It was shown that gold particles effectively adsorb on the surfaces of silica 
beads preliminarily modified by monolayers of 2-amino-propyl-trimethoxysilane. 
The adsorbed gold particles could then serve as nucleation sites for the deposition 
of more gold via the electroless plating process, which resulted in the formation 
of a complete gold shell on each silica bead.182 Sonochemical deposition of gold 
and silver on silica beads from aqueous solutions of HAuCl4 and AgNO3 resulted 
in the formation of shell-like structures.183 By repeated gold and silica deposition 
steps, nanoparticles with multiple, concentric gold and silica shells were pre-
pared.184 It was also demonstrated that gold particles could be covered with a 
double shell of silica and polymer. The removal of silica sandwiched between 
gold and polymer by etching it out with an HF solution gave rise to rattle-like 
nanostructures (i.e. core–shell particles with cores movable inside shells).185 The 
core size, the shell thickness, and the gap between the core and the shell could be 
separately controlled by changing the experimental conditions.

For gold, palladium, and platinum, the preparation of hollow structures with 
well-defined void sizes and walls of definite thickness and controlled poros-
ity was described.186–188 The synthesis of nanotubes with multiple layers of 
gold and silver was realized.189 The properties of gold nanoparticles have been 
reviewed.190

Preparation of nanorattles built of Ag/Au alloy cores and the shells of the 
same alloy was described.191 The same publication reports preparation of 
nanoscale multiple-walled “Matrioshka” structures, the formation of which 
involved a repeated cycle of electroless deposition of a silver layer followed 
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by galvanic replacement reaction between Ag and HAuCl4. The resulting nano-
systems displayed interesting optical properties with well-separated absorption 
bands, one of which corresponded to the core alloy, while the other pertained 
to the shell alloy.

6.6 SUBGROUP OF BORON AND ARSENIC

The boron subgroup includes B, Al, Ga, In, and Tl. All these elements are 
important; however, aluminum was studied in more detail. For the results of 
experimental studies of aluminum, see Refs. 192 and 193; theoretical studies 
can be found in Refs. 194 and 195. The active development of calculation meth-
ods for analyzing clusters was associated with the fact that ligand-free clusters 
cannot be prepared in amounts sufficient for experimental studies. Moreover, 
small particles are as a rule metastable.

A comprehensive theoretical analysis of aluminum clusters can be found.195 
Using the density-functional method, the neutral and charged particles of  
Aln (n ≤ 15) were studied. For aluminum clusters, the binding energy, the rela-
tive stability, fragmentation channels of particles, the ionization potential, 
and the vertical and adiabatic electron affinity were analyzed as a function 
of cluster size. As shown, the particles containing less than six atoms are 
characterized by two-dimensional structures, whereas those including more 
than six atoms have three-dimensional structures. The changes in the geom-
etry were accompanied by the corresponding transformations in the elec-
tronic structure, namely, in the concentration of s- and p-electrons in HOMO. 
The binding energy changed monotonically with an increase in particle size; 
however, Al7, Al+7 , Al −

7 , Al −
11, and Al −

13 were more stable as compared with 
their neighbors. The authors of this study529 explained this by the existence of 
mixed valence states. The univalent state was typical of particles containing 
less than seven atoms, while the trivalent state characterized the particles with 
more than seven atoms.

The bandgap in the Al −
13 anion was found to be 1.5-eV wide, which far 

exceeds 0.3 and 0.4 eV for Al12 and Al14, respectively. Number 13 is far less 
a “magic” number for neutral and positively charged clusters. Another magic 
number is 7 but only for the positively charged cluster Al +

7 . The calculated 
bandgaps were 1.6, 0.4, and 0.45 eV for particles Al +

7 , Al +
6 , and Al +

8 , respec-
tively.

A series of particles containing five atoms were also studied.196,197 Clusters 
of Al −

5  and Al5 were studied in more detail.532 The study employed quantum-
chemical calculations of MP2/6-311 + G* level and a hybrid Hartree–Fock and 
density-functional method used in combination with the photoelectron spectrum 
of Al −

5  anion. A planar structure C2ν was shown to be in best agreement with 
experimental and calculation results. An analysis of the electronic structure and 
molecular orbitals of clusters made it possible to conclude that the appearance of 
planar five-component structures is caused by the four-center peripheral bonds. 
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For Al −
5  and Al5 clusters, the following structure provided the best agreement 

with experimental results:

2.54

2.71

2.51

2.60

Al Al Al

AlAl

where bond distances are shown in angstroms. From the viewpoint of the 
authors,198 the reasons for the planar structure of such systems are still unclear.

For aluminum, reactions of its cluster ions Al +
n  with oxygen199and deute-

rium200 were studied. In the case of deuterium, both the chemical reactions and 
the formation of metastable adducts were observed. The formation of meta-
stable particles was associated with the absence of stabilizing collisions. The 
activation energy Eact of the adduct formation increased with the increase in the 
cluster size, which was accompanied by oscillations depending on the even–odd 
nature of the cluster. Odd clusters exhibited higher Eact. A decrease in Eact for 
clusters with even numbers of atoms is probably associated with the weaker 
repulsion in the transition state because of the presence of an unpaired electron 
in the higher occupied electron orbital. The main products of the chemical reac-
tion were Aln − 1 D+, Al +

n − 2, and Al+ for reactions of small clusters and AlnD+ and 
Aln − 1D+ for large clusters.

By analyzing the effects of the particle size and the energy of collisions 
for a reaction of Aln with oxygen, it was shown that the reaction cross-section 
increases with the particle size and the O2 chemisorption on a cluster is accom-
panied by a quick loss of two Al2O3 molecules. The remaining Al +

n − 4 particles 
have excessive energy, sufficient to liberate one or several aluminum atoms.

Neutral Aln and charged particles react in different ways with O2. A neutral 
adduct AlnO2 can merely be considered as an aluminum cluster with weakly 
bound oxygen.

In contrast to oxygen, ammonium was shown to weakly adsorb on alumi-
num clusters.201

Clusters, containing two crystals, such as NixAly, NbAl, and CoAl, were 
obtained.202 Here, we only touch upon the new chemistry field that deals with 
low-valence compounds of aluminum.203,204

The interaction of fused aluminum with gaseous HCl leads to the following 
reaction:

1200 K
A1liquid HC1gas A1C1gas

1_
2 H2gas

This reaction proceeds with 90% efficiency. Gaseous AlCl formed is con-
densed on a cold cryostate surface. Heating to 180 K results in the dispropor-
tionation reaction:

180 K
3A1C1solid A1C13solid 2A1solid
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Thus, active solid AlCl can exist for a long time only at 77 K. Co- condensation 
of AlCl with butine-2 yields a dimer, namely, 1,4-dialuminum cyclohexadiene, 
which exists in the crisscross sandwich form:

CH

CH

Al

Al

C H

C H

Cl

Cl

AlCl + H3C C C CH3

Similar chemical transformations were mentioned for gallium as well.205 
Much attention was drawn to gallium compounds with arsenic,206 which pro-
vided the grounds for the development of semiconductor devices. Aluminum 
was also actively used in the preparation of thin films.207

The reactivity of the majority of active clusters was studied as a function 
of the nature of molecules involved in reactions. Table 6.4 shows the rela-
tive chemical reactivity of aluminum particles Aln (n = 1−30) with different 
molecules.208 Aluminum particles were fabricated by laser evaporation, and the 
products were analyzed on a time-of-flight mass spectrometer. As seen, the reac-
tivity of aluminum particles decreases in a series O2 > CH3OH > CO > D2O > D2. 
Methane reacted with none of the aluminum particles studied. It was assumed 
that all reactions represent chemisorption of molecules, the activity of which 
was studied based on the variations in the interaction energy between molecular 
orbitals by using a proposed method.209 The central idea of this study was to 
promote the electron transfer from a metal cluster to the antibinding orbital of a  

TABLE 6.4 Chemical Reactivity of Aluminum Particles with Different 
Molecules208

Molecule
Relative 
reactivity Most active clusters Reaction products

CH4 No reaction – –

D2 4 Al6 AlnD2 (6 ≤ n ≤ 15)

D2O 200 Al10, Al17–20 Aln(D2O)y (n ≥ 8, y ≥ 1−3)

CO 400 Al6 –

CH3OH 2000 Al10, Al16–17 Aln(CH3OH)y (n ≥ 3, y ≥ 1−2)

O2 6000 Al2, Al, Aln (n > 25) Al2O3, Aln(O2)y (n ≥ 7, y ≥ 1−2)
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molecule to be added. The reactivity of particles was explained on the basis of 
the  reactions of cluster growth such as Aln + Al → Aln + 1 or Aln + Al2 → Aln + 2.

Such reactions could transform active particles into inactive and vice versa.
Interesting studies on the activity of aluminum particles were carried out.210 

The synthesis of aluminum particles involved using the condensation method 
developed at the Institute of Chemical Physics, Academy of Sciences of the 
USSR, in the late 1950s.211 Its modernized version named “levitation-jet” 
method employs the contact-free confinement and heating of an evaporated 
metal droplet in a high-frequency inductor field and an inert-gas flow.212 This 
method allows one, by varying the inert-gas pressure and the velocity of its flow, 
to regulate the size of metal nanoparticles. Its great advantage is the absence 
of contact between the droplet and any possible impurities, which ensures the 
absence of foreign admixtures in metal nanoparticles.

Aluminum particles measuring 5.6, 37, and 100 nm and synthesized by the 
levitation-jet method were studied in the adsorption processes and reactions 
with ordinary and deuterated water, carbon oxides, acetic acid vapors, hexa-
methylsiloxane, and acrylic acid.210,213 The water vapor was adsorbed at room 
temperature, while the desorption was studied under the programmed linear tem-
perature variations; the reaction products were identified by mass spectrometry. 
The smaller particles were found to have wider distributions of active centers 
in energy. The water adsorption on the fresh surface involved strong chemical 
bonding and was independent of the average particle size. A single adsorption–
desorption cycle resulted in the complete loss of active water-adsorption sites.

The experiments with acetic acid vapors led to a conclusion that three types 
of active centers of different activities were present on the aluminum surface. 
These centers formed chemical bonds and promoted the decomposition of the 
acids by the following scheme:

 
CH3 − C(O) − OH + Aln → CH3 − C(O) − OAln +

1

2
H2

 

It was found that the 6-nm particles have additional active centers and form 
stronger bonds with adsorbed molecules, which did not prevent the aluminum 
particle surface from interacting with water vapor and atmospheric oxygen.

The arsenic subgroup includes the elements As, Sb, and Bi, all of which can 
form nanosemiconductors. Evaporation in a Knudsen cell of individual metals 
and their mixtures allowed quite a number of intermetallic polar compounds 
such as Cs2Sb2 and Cs2Sb4 to be identified. Compounds Cs6Sb4, Cs6Sb4Bi, 
Cs6Sb2Bi2, Cs2Sn2Sb3, and CsInSb3 were also formed.214,215 Presumably, Cs 
atoms and Sb2 and Sb4 molecules were the precursors of compounds containing 
cesium and antimony. (Compounds Na2Te2, Na2Te3, Ce2Te2, and Ce2Te3 were 
synthesized by a similar method.216)

In the gas phase, particles InxPy containing 5–14 atoms were obtained.217 As 
compared with even clusters, odd clusters were characterized by more inten-
sive light absorption. The excitation energy changed from 0.84 to 1.84 eV. Even 
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clusters were more abundant as compared with odd ones and had a higher dis-
sociation energy. Even clusters were assumed to have closed shells and a singlet 
ground state, whereas odd clusters were characterized by the open multiplet 
ground state. The fact that the absorption spectra corresponding to the adsorp-
tion of clusters were comparable with those of the semiconductor junction 
deserves attention.

Indium nitride attracts attention as a promising material for  optoelectronics. 
Nanocrystals of InN were synthesized in a reaction of InCl3 with Li3N at 
250 °C. The synthesized material represented a mixture of cubic and hexago-
nal phases.218 Hexagonal InN nanocrystals with a diameter of 10–30 nm were 
obtained by reacting In2S3 with NaNH2.219 CVD of indium and ammonium 
vapors on Si(100) yielded hexagonal indium nitride crystals of micrometer 
sizes.220 Indium nitride nanowires grown on gold-coated silicon by the ther-
mal evaporation of In in the presence of NH3 had a diameter of 40–80 nm.221 
By employing a vapor–liquid–solid route, InN nanowires with diameters 
of 10–100 nm were synthesized at 700 °C in the reaction of In2O3, metal In, 
and NH3.222 CVD of a mixture of In2O3, In, and NH3 onto Si/SiO2 surfaces 
coated with 20-nm-thick gold layers allowed InN nanowires with a diameter of  
15–30 nm to be obtained.223
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7.1 ASSEMBLIES INVOLVING NANOPARTICLES

In different versions of the nanoparticle synthesis that involve the condensa-
tion procedure, the process starts from the formation of nanoparticles (NP) 
from individual metal atoms, which can be considered as self-assembling or 
self-organization of atoms to give their assemblies. Self-organization is deter-
mined as a series of concurrent multicomponent processes of self-association. 
This is a complex spontaneous process resulting in the appearance of an order 
with respect to space and/or time,1 which, in principle, can give rise to differ-
ent size effects. This also includes the structural and dynamic kinds of order in 
 equilibrium and nonequilibrium structures.

As seen in metal NP, a common practice is to consider the assemblies 
of both particles themselves and stabilizing protective layers. Attention is 
focused on the effect of the chemical nature of stabilized compounds on the 
self-organization processes. The analysis of studies carried out before 2000 
can be found elsewhere.2 Preparation of thiol-covered metal particles and their 
self-organization into one-, two-, and three-dimensional superlattices were 
surveyed.

A sufficiently general approach to controlling self-organization of assem-
blies of metal NP and composite materials based on carbon nanotubes and 
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 metals was proposed.3–5 The central idea of the authors was to employ molecular 
films based on multidentate thioethers such as Me4 − nSi(CH2SMe)n (n = 2, 3, 4) 
as the mediators and tetraalkylammonium bromide as the template.5 For gold 
particles measuring from 4.8 to 6.4 nm and covered with a tetraalkyl bromide 
monolayer, it was shown that the mediator provides coordination properties of 
the resulting assemblies, while the template controls its geometry. By varying 
the mediator–template ratio, it is possible to regulate the size and shape of par-
ticles in the synthesized assemblies.

Many branches of nanotechnology employ materials based on NP. These 
applications realize the ability of NP to form assemblies of controlled size and 
shape and with special interparticle interactions that provide a possibility of uti-
lizing unique nanosize properties. Much attention was attracted to the problems 
of synthesizing NP of different sizes and shapes and studying the peculiarities 
of their organization and self-assembling.6–10

Various applications of metal and semiconductor NP are largely determined 
by the chemical properties of their surfaces. For 2-nm particles, more than 
half of the atoms are localized on the surface and can influence the nanocrys-
tal behavior. Uncompensated surface atoms can act as a sort of trap, e.g. for 
photogenerated charge carriers, thus reducing the efficiency of semiconductor 
emission.

By changing the nature of ligands that interact with a nanoparticle, one can 
govern its synthesis, stabilization, and chemical reactivity. Surface ligands pre-
vent aggregation of individual NP. At the same time, they can facilitate dis-
persion of nanocrystals in various solvents, which is of special importance for 
aqueous solutions in view of biological labeling applications. Surface ligands 
containing appropriate functional groups can serve as “bridging” units for 
coupling of molecules or macromolecules to a nanocrystal, that leads to the 
development of new hybrid materials. In many cases, it was shown that thiols 
containing two thiol groups or combinations of several ligands can determine 
the size and behavior of NP.11,12 At the same time, for CdSe particles, it was 
shown that thiols that coat a particle are easily oxidized to yield disulfides, 
which result in deposition of crystals.13

Processes of organization and self-organization of NP were studied most 
extensively considering the examples of silver and gold particles. Monodis-
persed silver nanocrystals were stabilized by the chemisorption of dodecane 
thiol on the receptor sites of the crystal surface.14 The kinetics of aggregation 
and the structure of the formed ensembles depended on the number of receptor 
sites on the nanocrystal surface.

The synthesis of alternate positively charged gold particles and nega-
tively charged silver particles and their self-organization in the presence 
of 4- mercaptoaniline and 4-mercaptobenzoic acid on a glass surface was 
described.15 The formation of one-dimensional layers of gold particles on sil-
icon substrates was also considered.16 This process was performed using an 
AFM for the surface treatment and the chemical deposition of gold particles.
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The effect of gold particles on the self-organization of dodecane thiol mol-
ecules was described.17 Particles measuring from 1.5 to 5.2 nm were utilized, 
which corresponded to the presence of about 1100–4800 gold atoms and from 
53 to 520 alkane thiol chains. The properties of thiols adsorbed on NP were 
studied using NMR, IR Fourier spectroscopy, differential scanning calorimetry, 
mass spectrometry, and thermal analysis techniques. The conformation of alkyl 
chains in thiols was more ordered on coarse particles. A changeover in the pack-
ing type was observed starting from a size of 4.4 nm. On larger particles, a two-
dimensional layer was formed, whereas for smaller particles the elements of 
three-dimensional packing were observed.

The self-organization of 4.6 nm gold particles resulted in the forma-
tion of particle aggregates with a diameter of ca. 30 nm.18 The original par-
ticles were formed by the reduction of HAuCl4 with NaBH4 in the presence 
of HSCH2COONa. The removal of excessive metal ions from the solution by 
dialysis initiated the formation of coarser aggregates. The electron spectra mea-
sured before the dialysis revealed the absence of the plasmon peak, typical of 
gold particles.

The strategy of production of materials based on a “building-blocks and 
binders” principle was put forward.19 The adhesion between a polymer and 
gold particles, which were bound with thymine as the protector, was achieved 
because of the formation of hydrogen bonds. In the course of self-association, 
the size and morphology of aggregates were temperature-controlled. The origi-
nal 2 nm gold NP formed spherical aggregates measuring 97 ± 17 nm at 23 °C 
and 0.5–1 µm at −20 °C, which in turn consisted of finer aggregates as the indi-
vidual subunits. At 10 °C, spherical NP formed an extended chain 50 nm long. 
Such self-association processes were studied using small-angle X-ray scattering 
and TEM techniques. As assumed, the formation of nonspherical aggregates at 
10 °C is an intermediate step in the formation of coarser ensembles at −20 °C; 
hence, these aggregates can be used as the precursors of nanosize associates of 
different shapes and sizes.

The self-association of rod-like gold particles, 12 nm in diameter and 
50–60 nm long, was studied by high-resolution electron microscopy.20 By 
selecting the concentration of these particles, their size distribution, the con-
ditions of solvent evaporation, and the surfactant ionic strength and concen-
tration, it was possible to obtain one-, two-, and three-dimensional structures 
by electrolysis. A mixture of hexadecyltrimethylammonium bromide and 
tetraoctylammonium bromide was used as the water-soluble electrolyte, 
where the second surfactant defined the formation of cylindrical particles, 
and the ratio of the two surfactants determined the diameter-to-length ratio 
of the resulting gold nanorods. The electrolysis time was 4.5 min. Gold nano-
rods were formed on a copper wire net partly immersed in solution, exactly 
along the line of its contact with solution.20 In the opinion of the authors 
of this study, the following two factors were important for the further self-
assembling into rods: the water evaporation-generated convective transfer of 
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particles from solution to the thin film and the interaction between particles 
within the film, which defined the formation of various structures. A pos-
sible reason for the parallel arrangement of rod-like particles was associated 
with the capillary forces operating between the rods arranged in parallel to 
one another, although the authors20 stressed that a satisfactory explanation 
of the observed anisotropy in assemblies requires a more detailed theoretical 
analysis.

The self-assembling of particles gives rise to the appearance of order not 
only of the translation kind but also with respect to orientation. The latter 
kind of ordering is typical of particles with well-defined shapes.21 High- 
resolution electron microscopy allowed the structural changes in nanosize 
gold rods, which were generated by femto- and nanosecond laser pulses, to 
be observed.22 The pulse energy was insufficient for melting of the gold rods 
but quite sufficient to initiate the deformation processes that could affect their 
shape: the nanorods were observed to transform into nanospheres. The results 
of the statistical analysis of the distribution of nanorods over sizes and shapes, 
which was performed before and after treating them with a laser, can be found 
in Ref. 23.

In connection with the development of new electronic nanodevices, the 
attention of scientists was attracted to the procedures of synthesizing NP pro-
tected by monolayers. New procedures were developed for synthesizing such 
layers on gold particles, which involve using solutions of hexanethiols and hex-
anedithiols in organic24 and aqueous25 media.

Stable gold films, which consisted of particles measuring nearly 4 nm, 
were obtained by the reaction of low-molecular-weight (M ≤ 4000 u) poly-
mers such as polyethylene imine and poly-L-lysine with gold particles cov-
ered with carboxylic acids.26 The morphology of films was found to depend 
on the nature of the acid that covered the gold particles. The use of mercapto-
dodecanoic and mercaptosuccinic acids resulted in the formation of more 
ordered films.

Thin porous gold films on glass substrates were fabricated by employing 
colloid crystals as the templates. The films were studied using STM and served 
as a model substance in the Raman scattering measurements.27,28

Gold particles enabled the study of the microstructure, wettability, and 
thermal stability of self-assembled monolayers of partly fluorinated alkane thi-
ols such as F(CF2)10(CH2)nSH (n = 2, 6, 11, 17, and 33).29 The introduction of 
alkane fluoride chains as the terminal groups into the alkane thiols enhanced the 
stability of self-assembled monolayers. A monolayer of nonfluorinated alkane 
thiols on gold lost its ordering at a temperature about 100 °C. Fluorinated com-
pounds with the number of methylene units in a chain n = 11, 17, and 33 formed 
well-ordered monolayers, whereas for smaller numbers of units, the degree of 
ordering decreased. The wettability of monolayers also depended on the num-
ber of methylene units. The thermal stability of self-assembled monolayers 
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increased with an increase in n; thus the monolayer films with n = 33 were stable 
in air at 150 °C for 1 h.

The effect of the substrate nature on the morphology of two- and three-
dimensional superlattices formed by dodecane thiol-covered silver sulfide 
nanocrystals measuring 5.8 nm was studied. As substrates, oriented pyro-
lytic graphite and molybdenum disulfide were used.30 The self-assembling 
process was observed by the SEM and AFM techniques. It was shown that 
self-organization into superlattices depends on the substrate nature, being 
determined by the particle–particle and particle–substrate van der Waals 
interactions.

Self-organized monolayers formed by 4′-hydroxy-4-mercaptobiphenyl, 
4-(4-mercaptophenyl) pyridine, and their mixtures with 4′-methyl-4-mercap-
tobiphenyl were deposited on the gold surface and used as the templates for 
growing glycine crystals.31 The morphology of the resulting glycine crystals 
depended on the properties of surfaces used, being determined by the hydrogen 
bonds between the glycine molecules in the growing layer and the functional 
groups on the surface of self-assembling monolayers. Moreover, it was assumed 
that the hydrogen bond-defined interaction between CO −

2  and NH +
3  groups 

of glycine with the hydroxyl groups on the surface of a monolayer built of 
HOC6H4C6H4SH molecules is stronger than the interaction between the NH +

3  
group of glycine and the nitrogen atom of pyridine on the surface of a mono-
layer built of NC5H4C6H4SH molecules.

As a rule, the self-assembling of monolayers formed by various substances on 
the surfaces of nanosize metal particles and films was studied using X-ray pho-
toelectron spectroscopy, ellipsometry, SEM, and diffraction techniques. Electron 
microscopy was successfully employed for studying self-assembling of mono-
layers formed by metalloporphyrins and metallophthallocyanins on ultrathin 
gold films.32 Gold films, 1.3–10 nm thick, on mica were prepared by means of a 
high-vacuum evaporator at low temperatures. The deposition rate was varied in 
a range of 0.2–0.4 Å/s. The deposited films were annealed at 250 °C for 2.5–4 h. 
The resulting films were examined using scanning AFM, electron spectroscopy, 
and XRD techniques. The appearance of separate structurized islets, the size and 
optical properties of which were controlled by the conditions of evaporation and 
subsequent annealing was observed on the mica surface. The electron spectra of 
these films demonstrated a peak of gold surface plasmon at a wavelength shifting 
from 606 to 530 nm with a decrease in the film thickness from 10 to 1.3 nm. The 
results of the light absorption kinetics were used for semiquantitative estimation 
of the nature of the chemical bonding and the chemical and structural properties 
of monolayers. As shown, the absorption in the vicinity of the gold plasmon 
band, which was caused by the assembling of molecules, can be used for moni-
toring molecules containing no chromophore groups.

Not only AOT salts but also their derivatives with other metals were used 
as templates for self-assembling. To correctly interpret the effect of templates 
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on the self-assembling of metal particles, the knowledge of phase diagrams for 
these systems is necessary.33 Considering the example of a system Cu(AOT)2–
isooctane–water used as the template, it was shown that the nanocrystalline 
form of particles can undergo profound changes under the effect of small con-
centrations of various salts.34

Currently, when preparing and stabilizing metal NP, attention was focused 
on the development of methods that would produce particles of definite control-
lable sizes. The majority of studies in this direction were apparently devoted 
to the use of thiolates and the synthesis of gold NP. The use of alkane thiol 
monolayers made it possible to synthesize gold particles that are stable both in 
solution and in the dry state. This, in turn, extended the possibilities of chemical 
transformations by introducing new functional groups.

When alkane thiols are used, the formation of gold NP and the appearance 
of a protective layer proceed in two stages:35

 
AuCl −

4(toluene) + RSH → (AuISR)n(polymer)
(AuISR)n + BH −

4 → Aux(SR)y
 

These reactions combined the processes of nucleation and passivation. On 
average, an increase in the RSH–Au molar ratio and the acceleration of the 
reducing agent addition favored the formation of particles with smaller metal 
cores. A brief interruption of the reaction caused the formation of thicker coat-
ings and very small cores (<2 nm).

The dynamics of gold core growth in the presence of multilayer protec-
tive coatings was studied.35 The use of TEM made it possible to observe the 
slow changes in the sizes of gold cores, which followed the active initial 
stage of this reaction. Thus, when hexane thiol was used as the stabiliz-
ing coating, the cores built of gold atoms grew up to 3 nm during the first 
60 h of the reaction, after which they were stabilized. An insight into the 
mechanisms of growth and annealing of NP would allow refining the syn-
thetic methods with the aim of synthesizing finer particles with narrower 
size  distributions.

Organic solvents are preferred for preparation of NP. They perform stabiliz-
ing functions. Such solvents or surfactants play the key role in the synthesis of 
NP. They are bound to the surface of growing nanocrystals via polar groups, 
form complexes with species in solutions, and control their chemical reactiv-
ity and diffusion to the surface of a growing particle. All the mentioned pro-
cesses depend on the temperature and on quantities such as surface energy of a 
nanocrystal, concentration of free particles in solution and their sizes, and the 
surface-to-volume ratio of a particle.36

The formation of NP from metal atoms and their subsequent self-assem-
bling into a functional system play a decisive role in the fabrication of chemical 
nanoreactors. In actual practice, the assembling of nanosystems is controlled 
by the interplay of the aggregation and fragmentation processes, which in the 
liquid phase are additionally complicated by the presence of stabilizing ligands. 
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 Studying kinetics and thermodynamics of formation and subsequent self-
assembling of NP is the most challenging direction of nanochemistry.

7.2 FORCES BETWEEN NANOPARTICLES

7.2.1 Attraction Forces

Once NP are made, they almost always have a strong attraction for one another. 
If this attraction is strong enough, and if the lattice energy of the particles in 
question is low enough, two NP will hit each other and coalesce to form one 
large particle (like two water droplets coming together to form one).

Why are NP attracted to each other? In the absence of like charges on the 
two particles, Van der Waals interactions and Hammaker constants are impor-
tant. If the NP have surface ligands on them, the two particles may attract each 
other due to the ligands. For example, if long-chain alkyl groups are present, 
the chains from the two particles could intermingle, especially if the solvent 
medium they are in is hydrophilic (e.g. water).

Reversible temperature and solvent dependent solubility of uniform NP 
draws strong analogy to the phase behavior of molecular solutions, and it is 
reasonable to ask the following: does the classical nucleation theory apply 
to NP nucleation, or is the pathway more complex? Does a two-step model 
 (proposed for protein crystallization) where a stable cluster forms as a dense 
liquid, and then the particles in the cluster reorganize into an ordered structure, 
apply to NP? Is the shape of the fluctuating pre-nucleating clusters spherical, 
as assumed in classical nucleation theory, or otherwise? Further studies of NP 
solution nucleation to the solid phase would greatly aid an understanding of this 
science and enable control of self-assembly of NPs inter superlattices, ramified 
aggregates, gels, or films on surfaces. To this end, a combined theoretical and 
experimental approach will be needed.

The NP cluster growth process is determined by the NP pair interaction 
potential, while the solubility is related to the NP–NP adhesion surface energy 
λad. The long-range behavior is determined approximately by the van der Waals 
interaction with effective Hamaker constant A, while λad is the NP–NP interac-
tion potential at equilibrium-separation distance in the condensed NP phase, i.e. 
the minimum value of V(x).

7.2.2 Theory of NP Interaction Potentials

A phenomenological model for the interactions between ligated gold NPs 
was used to study self-assembly and superlattice formation in Brownian 
Dynamics simulations.37,38 Further theoretical studies need to be directed in 
accurately determining effective NP–NP pair potentials by placing two NP 
particles at some fixed distance from each other and carrying out a Monte 
Carlo simulation of the ligand monomers (i.e. –CH2 units as a whole) while 
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including both bending and dihedral potentials among monomers. From 
Monte Carlo simulations, ligand configurations, and the NP positions, effec-
tive NP–NP pair potential can be determined. Systematic variation in the 
NP–NP separation would provide a numerical table for the NP–NP interac-
tion for any separation. The parameters in the MC simulations are changed 
so that the model NP–NP potential is consistent with the effective Hamaker 
constant A, derived from the AFM colloidal probe experiments. Next, 
Brownian dynamics studies with the refined pair potential yield  kinetics and 
morphology of cluster growth, which could be compared against light-scat-
tering results. With such a dynamic relationship between theory and experi-
ments, the most important questions about NP supercluster nucleation could 
be answered.39,40

7.2.3 Nanocrystal Superlattices

Nanocrystals that are soluble in a chosen solvent, and are monodisperse, can 
be considered as very large molecules.40 This was shown by measurements of 
solubility curves of a thiol-ligated gold nanoparticle (dodecanethiol with 4.9 nm 
gold). Ligand length is 1.7 nm, and dynamic light scattering measurements 
showed a hydrodynamic diameter of 8.4 ± 1.0 nm, which is in good agreement 
with the TEM measurements (4.9 + 1.7 + 1.7 nm = 8.3 nm). Temperature induced 
quenches from a chosen solvent system (t-butyltoluene plus 2-butanone) led 
to a two-phase regime where superclusters of NP of several hundred nanome-
ters were observed by dynamic light scattering with a red shift in the plasmon 
absorption band. Figure 7.1 shows the size of the superclusters with deeper 
temperature quenches (down from 60 °C). This is a classic result known for both 
ionic and molecular solutions, that is, deeper quenches yield smaller molecular 
clusters. Thus, classical nucleation theory can be used to predict the size of 
the nanoparticle clusters as a function of quench depth with a very small, but 
reasonable, surface tension (adhesion strength) of the nanoparticle solid phase. 
Thus, it was concluded that these huge species such as Au4000(HSR)350 behave 
as molecules in solution.

The forces that compel ligated NP to nucleate and grow into superlat-
tices have been discussed in detail.41 If certain conditions of concentra-
tion,  Hammaker constant, particle diameter, center interparticle separation, 
ligand chain length, and area of head group on the particle surface are met, 
a nanoparticle solution will stay a solution indefinitely. However, if concen-
tration increases to supersaturation, nucleation and self-assembly begins and, 
over time, this crystallization of nanocrystals can lead to perfectly ordered 
nanocrystal superlattices. (Figure 7.2)42 which shows a superlattice with face-
centered-cubic solid-state structure. Other examples have shown hexagonal-
close-packed structures. Numerous variations are possible depending on the 
nanocrystal chemical makeup, ligand head group, and length, solvent, and con-
ditions of crystallization.41,42



217Chapter | 7 Assemblies Involving Nanoparticles

FIGURE 7.1 The sizes of superclusters formed with different quench temperatures from 60 °C. 
The line is the best fit to the nucleation theory described in the text with a single-fit variable and the 
surface tension of the solid phase with a value of 0.042 erg/cm2.40

FIGURE 7.2 TEM micrograph of a nanocrystal superlattice composed of AU NP obtained by the 
inverse micelle method viewed along the (100)th direction.42
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The role of carbon in nanochemistry has grown in importance since the discovery 
of fullerenes and nanotubes; thus we devote a separate chapter to the elements of 
this group. In addition to carbon materials, silicon particles will be considered.

8.1 FINE PARTICLES OF CARBON AND SILICON

An adduct of the reaction between a particle built of three carbon atoms and 
water was obtained at 10 K, using the matrix isolation method.1 Under the effect 
of light, this adduct undergoes a reaction

hv
C3(H2O) → HC C C OH 

to yield hydroxyacetenylcarbene.
In matrices, the interaction of carbon vapors with carbon monoxide  produced 

C4O and C6O molecules, which were in the triplet state.2 They were studied 
by EPR technique; their identification involved labeling with carbon 13C and 
 oxygen 17O. Presumably, these molecules had linear structures.
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It was found that C4O and C6O molecules are formed only during  photolysis, 
i.e. only excited C3 molecules can react with CO and C3O:

CO
C3 hv → C3∗ C4O

C3O

C6O

Note that the transition from the linear to the cyclic form occurs for carbon 
 particles containing 9 or 10 atoms.3

Along with carbon clusters, silicon clusters were synthesized. Clusters Si +
n  

were shown to chemisorb ammonium at the rates varying by three orders of 
magnitude. Silicon particles with n = 21, 25, 33, 39, and 45 were poorly active, 
while an Si43 cluster turned out to have the highest activity.4 It was assumed 
that some clusters form several structural isomers. The low activity of Si39 and 
Si45 particles was associated with their stable crystalline structures. Chemisorp-
tion of ammonium on cluster ions Si +

n  (n < 70) was also studied.5 At room tem-
perature, all clusters reacted at a rate virtually approaching the collision rate. At 
400 K, equilibrium was established and the energy of ammonium bonding was 
ca. 1 eV, which apparently suggests molecular adsorption. At elevated tempera-
tures, dissociative adsorption occurred. The fact that at 700 K the probability of 
attachment of ammonium to cluster ions was lower by 2–4 orders of magnitude 
as compared with compact silicon deserves interest.

In the gas phase, reactions of silicon clusters Si +
n  (n = 10–65) with water 

resulted in the formation of a series of Sin(D2O) +
m  adducts.6 Wide variations in 

the reactivities of silicon clusters containing less than 40 atoms were observed. 
Clusters Si +

n  with n = 11, 13, 14, 19, and 23 exhibited low reactivity. Large clus-
ters were also less active than compact silicon. These results made it possible 
to put forward a two-step mechanism, in which the fast initial formation of the 
adduct was followed by the slow regrouping to give a strongly bound particle.

Similar results were also obtained for the reaction of oxygen with silicon 
clusters Si +

n , i.e. in this reaction too, the clusters exhibited a weaker activity 
as compared with compact silicon.7 In the reaction with oxygen, small clus-
ters yielded Si +

n − 2 and two additional molecules of silicon oxide. Large clusters 
formed adducts such as Si +

n O +
2 . A demarcation line between the two reaction 

pathways corresponded to clusters containing from 29 to 36 silicon atoms. It is 
likely that a two-step process occurs too, when the molecular chemisorption is 
accompanied by a slow dissociative chemisorption.

The low activity of clusters as compared with compact silicon is probably 
caused by the presence of more active sites in compact silicon. This means that 
the clusters retain a close-packed structure containing several isolated bonds, 
and such structures most resemble closed nuclei rather than the compact silicon 
surface. These peculiarities made it possible to liken silicon clusters to fuller-
enes. It is probable that only carbon and silicon, in contrast to the majority of 
elements, exhibit an unusual behavior that shows up in the lower activity of their 
clusters as compared with the surfaces of compact elements.



223Chapter | 8 Group of Carbon

8.2 FULLERENES

Fullerenes, which were discovered in mid-1980s, attract much attention 
 nowadays. A large number of books and reviews have been devoted to them.8

A fullerene containing 60 carbon atoms is considered as classical. It 
 represents a spherical structure, in which six-membered rings are bound with 
one another by five-membered cycles. Without going into details of physico-
chemical properties of fullerenes, we consider only certain examples of their 
chemical behavior.

At room temperatures, fullerenes C40–C80 do not react with active molecules 
such as nitrogen oxide, oxygen, and sulfur oxide. Nonetheless, several new 
chemical reactions with fullerenes were discovered.

The simplest fullerene compound with hydrogen, C60H2, was obtained and 
characterized.9 Halogen derivatives of fullerenes were synthesized. By direct 
addition of fluorine, the series of compounds C60Fx and C70Fy, where x ≤ 48 and 
y ≤ 56, were obtained.10 Fluorination of fullerenes has been analyzed.11 Chlo-
rination and bromination of fullerenes were also carried out.12 Chlorination 
was performed in tubes heated up to 250 °C. As a rule, 24 chlorine atoms were 
added. At 400 °C, polychlorfullerenes were dechlorinated to original fullerenes.

Chlorine in a fullerene can be substituted. For example, the following 
 reactions were carried out:

MeOH, KOH 
C60Cln C60(OMe)n

C6H6, AlCl3
C60Cln C60(Ph)n

Chemistry of fullerenes is extensive and diverse; hence we mention here only 
some aspects. The insertion of C60 into a polymer as a compound with covalent 
bonds was accomplished.13 This was the reaction with xylylene biradical. The 
resulting polymer was nonsoluble and had a net structure with a xylylene/C60 
ratio equal to 3.4:1.

The highly selective synthesis of dimers of fullerenes C60 and C70 was 
accomplished in neutron beams.14 The obtained compounds were analyzed 
using chromatography mass spectrometry.

Incorporation of metal particles into fullerenes was carried out. A special 
symbolics was proposed for particles such as M@Cn for metal atoms inside a 
fullerene and MCn for external metal atoms.15 The first synthesis of such sub-
stances was based on the laser evaporation of a mixture of lanthanum salts and 
graphite.16 In high-temperature plasma, lanthanum ions were reduced to atoms 
and got incorporated into fullerene cages during their formation.

A particle Sc3@C82 was studied; particularly, by using the EPR technique, 
it was shown that Sc3 represents an isosceles triangle similar to that found in 
inert matrices.17
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Several fullerene adducts with metals such as MxC60 were synthesized.18 
The interest in such compounds was arisen by the fact that one of the first 
compounds KxC60 exhibited superconduction. For K3C60, superconduc-
tion was observed at a temperature Tc = 19.3 K.19 Films CaxRbyC60 exhibited 
superconduction at Tc = 33 K.20 It was concluded that superconduction of such 
compounds is determined by the density of states in the Fermi level. Another 
interpretation of this phenomenon was based on experiments with CaxC60, 
SrxC60, K6C60, and Ca3C60 and was concerned with the electron transfer from 
a metal to a fullerene.21,22

Fullerenes formed the basis for not only synthesizing superconductive com-
pounds but also for fabricating substances that surpass diamonds with respect 
to their bulk modulus of elasticity and hardness.23 Superhard materials were 
synthesized from fullerenes C60 and C70 at a pressure up to 13 GPa and a 
 temperature of 1600 °C.

In addition to insertion of metals into internal cavities of fullerene C60 cages, 
noble gases and small molecules can be put inside fullerenes by using elevated 
temperatures (650 °C) and pressures (3000 atm).24 Moreover, chemical methods 
were developed for opening different-sized windows in fullerenes.25–27 The use 
of open fullerenes made it possible to determine not only the rate of 3He escape 
from this fullerene28,29 but also the activation barrier and the equilibrium con-
stant of incorporation–extraction of helium. The activation energy of helium 
extraction from a fullerene modified by a chemical method 617 was found to 
be 22.8 Kcal/mol. In the temperature range 50–60 °C, the equilibrium constant 
weakly depended on the temperature, which pointed to equivalence of the barri-
ers of 3He entry and escape from the modified fullerene. Presumably, the activa-
tion energy should depend on the orifice size of the fullerene.

An La2@C78 compound was synthesized in a DC arc-discharge followed by 
extraction with 1,2,4-trichlorobenzene.30

For fullerenes with metal particles put inside their hollow carbon cages 
M@C82(M = Y, La, Ce), the chemical reactivities of anions and cations formed 
upon fullerene reduction and oxidation were compared.31 M@C82 particles were 
prepared by arc evaporation. Their oxidation and reduction were carried out in 
1,2-dichlorobenzene. In the chemical-activity studies, 1,1,2,2-tetrakis(2,4,6-
trimethylphenyl)-1,2-disilirane was used as the reagent. It was shown that 
positively charged fullerenes [M@C82]− easily react with disilirane, whereas neg-
atively charged [M@C82]+ do not enter into this reaction. The difference in reac-
tivity was associated with the electrophilicity of metallofullerenes, which with 
regard to disilirane increases with oxidation and decreases with reduction, i.e. the 
chemical reactivity of M@C82 can be controlled by ionization of the fullerene.

Three fullerenepyrrolidine derivatives were entrapped in the interlayer 
 spacing of lamellar aluminum silicate materials.32 It was shown that a  neutral 
derivative can be incorporated between clay layers together with solvent, pro-
ducing stable compositions. The incorporation of a charged fullerene was eas-
ier due to its water solubility. The presence of negatively charged molecules 
induced no pronounced changes in the electronic structure of fullerenes. New 
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hybrid nanocompositions in which the properties of C60 deviated from those in 
crystals or solutions were synthesized. It was assumed that a sizable amount of 
charge is transferred between the host and guest.

8.3 CARBON NANOTUBES

The discovery of fullerenes made a substantial contribution to the  development 
of nanochemistry of nonmetals. At present, the discovery of nanotubes is 
believed to mark a transition to real nanotechnologies.33,34 Methods of nanotube 
synthesis, their structure, and physicochemical properties can be found.35–38

Single- and multiwalled coaxial nanotubes are formed as a result of roll-
ing up strips of graphene sheets to form seamless cylinders. The inner diam-
eter of carbon nanotubes can vary from 0.4 to several nanometers, and foreign 
substances can enter their inner spaces. Single-walled tubes contain a smaller 
amount of defects; their annealing at high temperatures in inert atmospheres 
allows obtaining defect-free tubes. The tube’s structure type affects its chemi-
cal, electronic, and mechanical properties. Individual tubes aggregate to form 
different types of bundles, containing slots.

Without going into details of the carbon nanotube synthesis, we only 
 comment on the dynamics of this process. The first method consisted in the 
arc-discharge evaporation of graphite in an inert gas flow. This method is still 
actively used. It allowed single-walled carbon nanotubes with a diameter of 
0.79 nm to be obtained in the presence of CeO2 and nanosize nickel.39 The arc 
method gave way to the evaporation of a graphite target in a hot furnace by 
a scanning laser beam. Nowadays, the catalytic pyrolysis of methane, acety-
lene, and carbon monoxide is gaining acceptance.38 Nanotubes with diameters 
from 20 to 60 nm were obtained in the methane flame on an Ni–Cr wire.40 The 
pyrolysis of an aerosol prepared from a benzene and ferrocene solution, which 
was carried out at 800–950 °C, turned out to be a highly efficient method for 
synthesizing multiwalled nanotubes 30–130-µm long with inner diameters from 
10 to 200 nm.41 The latter method is based on employing hydrocarbon solutions 
and catalysts. The preparation of nanotubes involves difficulty in controlling; 
they are usually accompanied by the formation of different carbon forms, which 
can be eliminated by cleaning procedures.

The use of single-walled carbon nanotubes is often defined by the  uniformity 
of their distribution; certain applications require tubes 20–100 nm long. For 
shortening and purifying freshly prepared nanotubes, various oxidation pro-
cedures with participation of nitric acid and its mixtures with other oxidants 
(H2SO4, KMnO4) were employed.42,43 Chemical oxidation resulted in the 
appearance of different oxygen-containing groups on the tube’s ends and often 
on its sidewalls.44 When using chemical oxidation for cutting the tubes, it is 
important to regulate the origination of various defects and take into account 
the decrease in the mass of the treated material. In contrast, the use of a mixture 
of 96% H2SO4 and 30% H2O2 (piranha solutions) with the volume ratio of 1:4 
made it possible to cut nanotubes at room temperature without creating defects 
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on their walls.45 At 70 °C, the appearance of defects and selective etching of the 
nanotube diameter were observed.

A controlled multistep procedure was proposed for the removal of iron 
impurities and nonnanotube carbon materials from raw single-walled carbon 
nanotubes.46 The tubes were synthesized at high CO pressures in the presence 
of iron pentacarbonyl as a catalyst. The earlier most popular method used strong 
acids as oxidants for the removal of impurities.

A more perfect procedure involves two processes: oxidation and deactiva-
tion of the metal oxide. In the oxidation process, the coating on the metal cata-
lyst that consists of a nonnanotube carbon material is oxidized with oxygen to 
form carbon dioxide, and the metal is transformed into oxide. In the next step, 
the metal oxide is deactivated by reacting with C2H2F4 or SF6, to avoid the oxide 
involvement in the oxidation of carbon nanotubes.

Apparently, the term “chemistry of nanotubes” was used for the first time 
by Cook et al., 1996.47 Currently, this means the synthesis of tubes, their puri-
fication, and the different types of chemicals that modify both the external and 
internal surfaces of tubes. The intercalation of foreign particles into the intra-
tube space of bundles and the use of nanotubes as the matrices for synthesizing 
various materials such as adsorbents, sensors, and catalysts can also be assigned 
to the chemistry of nanotubes.

The peculiarities in the structure of carbon nanotubes distinguish their chem-
ical behavior as compared with the behavior of fullerenes and graphite. The 
internal cavities in fullerenes are so small that they can house only several atoms 
of foreign elements, while the nanotube’s inner spaces are greater in volume. 
Fullerenes can form molecular crystals, e.g. graphite is a lamellar polymeric 
crystal. Nanotubes represent an intermediate state. Single-walled tubes closely 
resemble molecules, while the behavior of multiwalled tubes approaches that 
of carbon fibers. A separate tube is usually considered as a one-dimensional 
crystal; their bundles form two-dimensional crystals.48

Chemistry of carbon nanotubes has been comprehensively discussed in 
reviews.38,49,50

8.3.1 Filling of Tubes

Filling of carbon nanotubes can be accomplished either during or after their 
synthesis.

For filling tubes during the synthesis, of prime importance are additives, 
which prevent the closure of the tube channel. Boron is among such additives.51 
Tubes with inner spaces filled with fullerenes C60 and C70 are of interest as the 
composite materials.52 A remarkable fact is that “nanopod”-like structures were 
observed in the products of their laser–thermal synthesis upon their annealing 
in vacuum at 1100 °C.53 In such structures, the tube diameter (1.4 nm) exceeds 
twice the diameter of a C60 molecule (0.7 nm) so that fullerene molecules can 
move and form pairs.
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The ends of nanotubes are usually closed by five- or six-carbon cycles, 
where five-membered cycles are less resistant to oxidation. To fill already syn-
thesized tubes, their ends should be opened, e.g. via selective oxidation, which 
can be realized using gaseous reagents such as oxygen, air, carbon dioxide, or 
their aqueous solutions. The acid treatment is also effective, where nitric acid is 
the conventional reagent. The oxidation mechanism is still not entirely clear.54

The tube’s inner spaces can be filled in liquid media, particularly, in fused 
oxides of various metals. In the tubes with inner diameters <3 nm, a glassy phase 
was formed, rather than a crystalline phase.55 Interesting results were obtained 
by filling nanotubes with potassium iodide crystals, which was performed in a 
fused salt medium.56,57 In a tube of 1.6-nm diameter, a KI crystal comprising 
only nine atoms was compressed along the (0 0 1) axis by 0.695–0.705 nm as 
compared with the compact substance. A compressed crystal had the coordina-
tion number 5 for face atoms and 4 for edge atoms. Insofar that the ratio of 
such atoms was high, it could be expected that the deviations in the geometry 
would affect the electronic properties of the substances. In the opinion of the 
authors,56,57 typical metals can be transformed into dielectrics.

Substances that are incorporated into the channels of carbon nanotubes can 
take part in chemical reactions. By thermal decomposition of oxides and their 
reduction, metal-containing nanotubes were obtained and a transformation of 
potassium oxide into its sulfide was accomplished in the intratube space.58 
The inner spaces of tubes could be filled by chemical deposition from the gas 
phase by utilizing, e.g. volatile metal compounds. During the catalytic pyroly-
sis of hydrocarbons in porous AlPO4, nanotubes could be filled without being 
 preliminarily opened.59

8.3.2 Grafting of Functional Groups. Tubes as Matrices

Planting various functional groups on nanotube walls forms an extensive and 
important branch of nanochemistry of carbon tubes. Such a process can be per-
formed by long-term treatment of tubes in acids, where the behavior of single-
walled tubes was shown to depend on the method of their synthesis.60 Functional 
groups can be removed from the tube’s walls by heating to  temperatures above 
623 K.61

An assumption that protonation of single-walled carbon nanotubes is 
 associated with the formation around a tube of an acidic layer that promotes its 
subsequent dissolution was confirmed.62,63 XDS studies have shown that carbon 
nanotubes can serve as templates for sulfuric acid crystallization. This fact is 
considered as a direct evidence of its protonation.64

The use of carbon nanotubes involves preparation of their uniform 
 dispersions. For single-walled nanotubes, this can be achieved by either wrap-
ping the tubes with polymers, e.g. polyvinylpyrrolidone65 and poly(arylene 
 ethylene),66 or by protonation of nanotubes with superacids.62 Moreover, it was 
demonstrated that the reduction of single-walled nanotubes with alkali metals 
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produced polyelectrolyte salts soluble in polar organic solvents such as dimeth-
ylsulfoxide.67

Nanosize vibrations of single-walled carbon nanotubes synthesized by arc 
discharge and chemical vapor deposition were studied with spatial resolution 
of ~15 nm.68

The method of jet linear dichroism (differential absorption of polarized light 
oriented in parallel and normally to the jet direction) was used for studying 
the structural interactions of anthracene, naphthalene, and DNA molecules with 
carbon nanotubes. The differences in interactions of aromatic molecules ori-
ented in parallel and normally to the nanotube were revealed.69

Attachment of functional groups to the walls of carbon nanotubes serves for 
conferring certain functions to AFM probes. The best results were obtained in 
gases.70 Figure 8.1 illustrates this process. Modification was performed via a 
discharge in such gases as O2, H2, N2, and mixtures of H2 and N2. In the nitrogen 
atmosphere, nitrogen atoms entered into the composition of heterocycles at the 
end of a nanotube. Probes thus modified can be used for studying the surfaces 
of layers containing hydroxyl groups.
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FIGURE 8.1 Scheme of performance of an AFM cantilever: (a) scanning of a surface with sput-
tered niobium by a vibrating probe made of nanotubes in the atmosphere of X2 gas; (b) discharge 
between a nanotube and the surface; (c) probe with a nanotube containing X.70
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Fluorination was actively used for modifying the tube’s walls. The process 
was found to be reversible at T ≤ 325 K. When fluorinated tubes were acted on 
by anhydrous hydrazine, fluoride atoms were removed and the original tube 
structure was recovered. At 400 °C, the fluorination was irreversible. A partial 
recovery of the structure can be associated with the reaction

 CFn(Tp) + n / 4N2H4 → C(Tp) + nHF + n / 4N2 

As a result of long-term (up to seven days) fluorination with BrF3 vapors, the 
arc-synthesized multiwalled tubes and nanoparticles formed tubular or quasi-
spherical C2F particles.71 With an increase in fluorination degree, the tube diam-
eter and interlayer gaps increased and, at a certain crucial degree, tubes were 
observed to unroll to form multilayer planar particles.

The use of carbon nanotubes as the matrices made it possible to obtain 
 copper particles with narrow size distributions.72 Original nanotubes with 
diameters from 5–10 to 25–35 nm were synthesized via the catalytic pyrol-
ysis of methane. By varying both the copper salt concentration in aqueous 
solution and the copper–tube ratio, the reduction by hydrogen could produce 
either copper nanoparticles or nanowires. The smallest copper particles of 
5–10 nm were obtained for the low concentrations of copper ions in solution. 
An increase in the salt concentration favored the formation of copper nanow-
ires with diameters from 100 nm to 5 mm and a length up to several hundred 
microns.

8.3.3 Intercalation of Atoms and Molecules into Multiwalled 
Tubes

The intercalation differs for single- and multiwalled tubes. In multiwalled tubes 
intercalated particles are arranged between separate layers, whereas in single-
walled tubes, intercalated particles penetrate into the intratube space of bundles.

Intercalation of nanotubes differs from the corresponding process in fuller-
enes. Fullerenes, e.g. C60, form charge–transfer complexes only with electron 
donors.8 According to the results obtained by using Raman spectroscopy and 
conductivity measurements, bundles of single-walled tubes behave in a dual 
way; they can interact both with donors and acceptors.73,74 Crystalline bundles 
of single-walled tubes exhibit metallic properties. In these tubes, a positive tem-
perature coefficient was observed. The intercalation of bromine or potassium 
resulted in a 30-fold decrease in the conductivity at 300 K and in an extension 
of the positive temperature coefficient range. This fact suggests that tubes doped 
with bromine or potassium can be classified with synthetic metals.74

An interesting result was achieved by incorporating electron acceptors. An 
attempt was undertaken to transform tubes into diamonds by synthesizing addi-
tional amount of carbon simultaneously with intercalation of potassium into 
tubes.75 It was assumed that, via the reaction 4K + CCl4 → 4KCl + C in the intra-
tube space of multiwalled tubes, the adjusting graphene sheets could be bound, 
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and the sp2 bonds would change to the sp3 bonds. The reaction was  carried out in 
an autoclave at 200 °C. Disordering, amorphization, and the  formation of potas-
sium chloride crystals between graphene sheets were observed. The absence of 
KCl crystals was observed for the nanotubes with an outer diameter below 10 nm.

The sorption of gases by nanotubes can proceed on both external and inter-
nal walls and also in the intratube space. Thus, experimental studies of nitro-
gen adsorption at 77 K on multiwalled tubes with mesopores (4.0 ± 0.8)-nm  
wide showed that adsorption occurs on both internal and external walls of nano-
tubes.76 In this case, the external surfaces adsorbed five times more particles than 
the internal surfaces, and these processes were described by different isotherms. 
Adsorption in mesopores occurred in agreement with classical condensation in 
capillaries; the pore diameter was estimated as 4.5 nm. Certain peculiarities of 
this process were associated with the fact that the tubes were only one-end open.

Bundles of nanotubes adsorb nitrogen well. The internal specific surface 
area of raw nonpurified tubes was 233 m2/g, and their external specific surface 
area was 143 m2/g.77

Their treatment with hydrochloric and nitric acids increased the total specific 
surface and enhanced their adsorbability with respect to benzene and methanol.

Applications of carbon nanotubes are considered in Section 8.5. The exam-
ples of their use in nanotechnology clearly demonstrate that in contemporary 
research the borders between fundamental and applied studies disappear.

8.4 GRAPHENE

Graphite is a form of carbon with sp2 bonding made up of flat six-membered 
rings. Each layer is independent in that it is not bound by covalent bonds to the 
other layers. However, they are weakly bound to each other by van der Waals 
and π–π interactions.

Energetically speaking, it is not difficult to slide these layers across each 
other, and graphite is, therefore, a good lubricant. It is also not energetically 
costly to separate these layers, although separation and purification are rather 
difficult.

In 2004, Novoselov and coworkers78 used a Scotch Tape method to pull 
apart top layers, a mechanical method.

Soon other methods were developed, such as liquid phase exfoliation.79 
Chemical vapor deposition methods have also been developed, where single 
layers of carbon were prepared on flat metal surfaces. For example, methane 
and inert carrier gases are passed over high-temperature solid surfaces of copper 
or other metal. It is believed that methane decomposition yields hydrogen and 
carbon atoms that traverse into the metal surface forming carbides. By cooling 
the high-temperature sample, carbon comes to the surface and, under the right 
cooling conditions, forms graphene on the metal surface.80

Characterization of graphene is rather difficult.81 Microscopy methods 
(TEM, SEM, and AFM) are the primary tools, and high resolution images 
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are needed for a convincing characterization. Another technique is Raman 
 Spectroscopy, which can indicate purity and quality of graphene samples. With 
Raman, two absorbance bands are observed: D-band at 2700 cm−1 and G-band 
at 1600 cm−1. In graphite, the G-band is larger, while in graphene, the D-band 
is predominant.

Potential applications of graphene are many. It possesses unique electrical 
properties and could be used as a component in integrated circuits for solar cells 
and other devices.

8.5 CARBON AEROSOL GELS/TURBSTRATIC GRAPHITE/
GRAPHENE

In 1998, it was demonstrated that a spontaneous super aggregation/gelation 
of soot particles took place in a laminar diffusion flame.82 This work led to 
a closed-chamber system where, instead of a laminar flame, a detonation 
of hydrocarbon-oxygen mixtures (lean in oxygen) led to aerosol gels.83 The 
densities of these carbon aerosol gels are very low, as little as 2.0 mg/cc. 
Microscopy studies by TEM showed graphite-like layers, and XRD spectra 
resembled that reported for graphene.84 Raman spectroscopic studies indi-
cated large amounts of sp2 hybridized carbon, as well as many defects and 
disorder.85–87

It appears that this carbon aerosol gel is similar to turbostratic graphite, 
where layers are arranged in a rotationally symmetric fashion, and may be a 
good starting point for efficient exfoliation to form single graphene layers.
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9.1 INTRODUCTION

Nanoscience is a multifunctional discipline that embraces such wide areas as 
nanotechnology and nanochemistry. Nanotechnologies are aimed at the prepa-
ration of nanoparticles with novel properties and the development of materials 
and devices on their basis. This is one of the topical directions of natural science 
in the twety-first century.

The development of nanochemistry is associated with the pass from the 
microscale level to nanosizes. Studying nanosized particles resulted in the 
discovery of size effects, which can be considered as a new degree of free-
dom imparting new qualities to chemical compounds and resulting in earlier 
unknown chemical transformations.
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The investigations evolved in such a way that the first efforts were directed 
at the studies of atoms, clusters, nanoparticles of different metals, semiconduc-
tors, fullerenes, carbon nanotubes as well as physicochemical properties of the 
respective materials. This has determined the first studies in the field of nano-
chemistry. For the most comprehensive analysis of the contribution made by 
nanochemistry into the development of nanotechnologies, see monographs,1,2 
and the size effect-based reactions and materials can be found in another 
 monograph.3

The progress in biochemistry and nanomedicine is determined by the 
properties of complex organic compounds, which, in addition to carbon and 
hydrogen, can include atoms of oxygen, sulfur, halogens, and also by the 
mechanisms of processes involving these compounds. The methods for the 
preparation and physicochemical properties of nanoparticles containing com-
plex organic molecules are studied to an insufficient extent yet. This is partly 
associated with the fact that the intermolecular interactions are weaker than 
the interatomic ones and the size dependence of physicochemical proper-
ties of organic nanoparticles is less pronounced as compared with inorganic 
 nanoparticles.

Nanoparticles can be considered as objects in-between the compact organic 
compounds and single molecules.

From our point of view, the fact that the development of studies of organic 
nanoparticles, contrary to that of metal nanoparticles, has started only relatively 
recently can be explained by the following two main reasons. First, low melting 
temperatures and lesser thermal stability of organic nanostructures as compared 
with those of inorganic compounds limit the methods for their synthesis and 
applications. Second, it was believed that no size effect is manifested in organic 
nanomaterials. However, eventually it was shown that the size effect is typical 
of organic nanoparticles as well.

Inorganic and organic nanoparticles are both similar and dissimilar. The 
similarity is expressed in the size dependence of physicochemical (especially, 
spectral) properties. For nanoparticles of metals and inorganic semiconductors, 
the size effects are most strongly pronounced in the size range <10 nm. For 
organic compounds, the size effects were discovered in studying the spectral 
properties of particles with the sizes from several tens to several hundreds of 
nanometers. In metals, the size effect is associated with collective electrons that 
can hold within the nanobulk. In organic molecules, the electrons “pertain” to 
chemical bonds, the mobility of these electrons is limited, and hence, the inter-
actions that result in spontaneous formation of ensembles and favor the transfer 
of electrons and charge are weak.

So far, the proneness for self-assembling that can be employed in design-
ing devices for opto- and nanoelectronics has been observed only for the sys-
tems that comprise several cyclic and aromatic molecules. The structure and 
the interaction of these molecules favor the charge transfer and give rise to 
 stacking—the appearance of excitons and shared electrons.
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Yet another promising direction in the use of organic nanoparticles is associ-
ated with modification of drugs, particularly, preparation of their novel stable 
polymorphic forms.

The increased interest in the studies of organic nanoparticles has recently 
been manifested by the appearance of several reviews.4–6 Each of these publi-
cations considers a single method of fabrication of nanoparticles and summa-
rizes the results of studies by particular research teams. In the present review, 
we analyzed different approaches to the manufacture and the characterization 
of nanoparticles of organic compounds built of several cyclic and aromatic 
 fragments.

Such molecules are the components of drugs and various dyes and determine 
the properties of numerous polyaromatic compounds. By the example of such 
substances, methods for the preparation of nanoparticles are analyzed and their 
physicochemical properties and certain application prospects are considered.

Undoubtedly, investigations into organic nanoparticles is a promising 
 direction and its rapid progress in inevitable.

9.2 METHODS FOR THE PREPARATION OF NANOPARTICLES

Methods for the fabrication of nanoparticles can be divided into two groups:

	l	 	coarsening of original species (i.e. single atoms and molecules) to form 
 nanosized particles (the “bottom-up” approach);

	l	 	grinding of coarse particles (molecular aggregates, powders, grains) to 
 nanosized particles (the “top-down” approach).

The former approach includes mainly the chemical methods for the fabrication 
of nanoparticles, while the latter relies on physical methods. The fundamentally 
different technologies often produce nanomaterials with the same chemical 
composition but different properties.

The synthesis of organic nanoparticles is a laborious branch of chemistry, 
which is poorly explored so far. The use of physical methods, e.g. mechanical 
disintegration and laser ablation, is of limited application due to the low melting 
points and thermal instability of organic compounds. Only a small fraction of 
the known methods developed for the synthesis of nanoparticles of metals and 
inorganic semiconductors can be used for synthesizing organic nanoparticles. 
Below, the current methods for the preparation of organic nanomaterials are 
considered.

9.2.1 Physical Methods

9.2.1.1  Mechanical Grinding of the Original Substance
Depending on the nature of a substance and the required particle size, differ-
ent kinds of mills and “dry” and “wet” grinding are used.7 Dry grinding is 
the most popular technology that employs ball and jet mills. The surface of a 
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 mechanically ground substance is partly amorphous and has many defects, i.e. 
it is thermodynamically activated.8

Grinding of ibuprofen by the jet milling technology was described.9 
Figure 9.1 shows microimages of particles measuring from 1 to 7 mm, 
recorded using a scanning electron microscope (SEM). Nanoparticles of fluti-
casone propionate with the average size of 5 mm were fabricated by the same 
method.10 Fairly unstable particles are normally produced upon dry grinding. 
Their stabilization was achieved by adding, for instance, cellulose ethers11 or 
poly(vinylpyrrolidone),12 which adsorbed on the newly formed surface of parti-
cles. The particles acquired a positive charge that kept them from agglomeration.

In wet grinding, antisolvents are used, which prevent dust formation and 
the agglomeration of particles. This method was used in the manufacturing of 
suspensions of nanosized drugs for intravenous injections.

In planetary ball mills, a drug can be ground to sizes <0.1 mm. Thus, a sus-
pension of insulin nanoparticles (150 nm) was prepared.13 To stabilize such 
 suspensions, milling was carried out in the presence of special additives.10,14

The following drawbacks of the mechanical synthesis can be mentioned:

	l	 	partial dissolution of the organic substance and its uncontrolled recrystalliza-
tion during drying are possible;

	l	 	impurities from the mill material can inevitably get into the final product (to 
suppress this effect, rubber-covered glass beads were proposed to use as the 
grinding tools)15;

	l	 	destruction of thermally unstable substances due to heat liberated during 
grinding;

	l	 	the presence of a relatively large number of particles measuring >5 mm.

FIGURE 9.1 SEM image of ibuprofen particles produced by mechanical grinding.9
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Suspensions of nanoparticles can be prepared by piston-gap high-pressure 
homogenization technology known under the “DissoCubes” trademark. The 
piston motion in the cylinder creates pressure up to 2000 bar. A flow of a par-
ticles-water mixture passes through a gap 3–5 mm wide, which occurs, accord-
ing to the Bernoulli law, at a high rate.16 A sharp decrease in the liquid flow 
section, i.e. from the cylinder section to the gap section, results in cavitation so 
that the vapor bubbles first appear and then burst at the exit from the gap. The 
shock wave induced due to the explosion of bubbles is the factor favoring the 
decrease in the particle size.17 This technology of producing nanosuspensions 
can be effected with APV Gaulin (Germany), Avestin, Inc. (Canada), and GEA 
NiroSoavi (Italy) homogenizers.

A suspension of atovaquone (malorone), a drug for the prophylaxis and cur-
ing of malaria, was produced by high-pressure homogenization. The average 
particle size was 279 nm.18 amphotericin B, itraconazole, and carbamazepine 
particles with the sizes of 493, 519 and 870 nm, respectively, were  manufactured 
analogously.19,20

The peculiarities of mechanical milling of substances were surveyed in a 
review.8 The main drawbacks of this method is the limited possibility of a con-
trol over the size and the shape of the synthesized particles, their wide size 
distribution, and also their irregular shape.21

The stabilization of particles can be achieved by introducing auxiliary 
agents. Mechanical grinding is a convenient method for the production of 
nanoparticle suspensions. A large number of pharmaceutical companies use  
and develop various mechanical grinding technologies to improve the bioavail-
ability of poorly soluble substances. The ease of scaling such technologies for 
the industrial production should be mentioned.19

9.2.1.2  Laser Ablation
The first application of the laser ablation method in the formation of nanopar-
ticles of organic compounds dates back to 2000.22 This method is as follows: 
a suspension of the original microcrystalline powder is prepared in a solvent 
in which this substance is virtually insoluble; the thus prepared suspension is 
subjected to the impact of an intense laser pulse, which results in the fragmen-
tation of grains and the transition of the original suspension to a transparent 
colloidal solution.23 The method of laser ablation of microcrystalline powders 
of organic compounds in a solvent has opened new prospects for the synthesis 
of nanoparticles. The use of lasers allows preparation of stable colloidal solu-
tions in the absence of stabilizers.3 By tuning the excitation parameters such as 
the wavelength, the laser pulse width, and fluence, one can control the size and 
the degree of modification of the synthesized nanoparticles. Thus, the increase 
in the laser-radiation fluence results in a decrease in the nanoparticle size. The 
structure of formed nanoparticles, e.g. of quinacridone, depends on the laser 
pulse wavelength and fluence.
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The method of laser ablation was used to synthesize nanoparticles of several 
dyes, namely, benzidine yellow (1), quinacridone (2), brilliant rose (3), and 
dark red (4).

The solvents used for these dyes were the 7:1 ethanol-water mixture for 
benzidine yellow, the22 39:1 ethanol-water mixture for brilliant rose, and dark 
red and distilled water for quinacridone. During the experiments, the solutions 
were thoroughly mixed with a magnetic stirrer. Laser ablation was employed 
for the preparation of 20 nm particles of indometacin and phenitoin, a drug used 
for treating epilepsy.24 In the case of a laser with the pulse width of 8 ns (nano-
second laser), the nanoparticle size was 40–60 nm and did not depend on the 
nature of substance.

With a laser with the pulse width of 150 fs (femtosecond laser), smaller 
 particles could be synthesized.

The dependence of the nanoparticle size and structure on the laser pulse 
wavelength, width, and fluence is related to the laser ablation mechanism. In the 
nanosecond region, this process was of the photothermal nature,25,26 whereas 
in the femtosecond region, it was of the photomechanical origin.27 For nano-
second photothermal ablation in solution, the crystals of an organic compound 
absorbed laser radiation, which was accompanied by the local increase in tem-
perature, compensated by cooling due to the heat transfer to the solution. The 
established equilibrium temperature determines the particle size. An increase 
in the laser radiation fluence increases the equilibrium temperature and hence 
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favors fragmentation. For example, for a wavelength of 355 nm, the size of 
Quinacridone particles decreased from 120 to 50 nm as the fluence increased 
from 40 to 100 mJ cm2. Figure 9.2 shows microimages of quinacridone particles 
prepared under the action of a laser pulse.

For femtosecond lasers, the multiphoton absorption induces a considerable 
increase in the amplitude of vibrations of lattice molecules and elevates the pres-
sure in the irradiation zone. As a result, the mechanical fragmentation begins 
prior to establishment of the temperature equilibrium with the solvent, and the 
number of particles increases. Thus, quinacridone particles measuring 13 nm 
were prepared with the fluence of 40 mJ cm−2 and the pulse width of 150 fs.3

The effect of the laser radiation fluence on the formation of different modi-
fications of a given compound depends on the thermodynamic stability of the 
latter. For example, the quinacridone β-phase is less stable than its γ-phase; 
therefore, the latter10 formed at the higher fluence.3

Thus, regulation of the laser radiation parameters allows the control over 
the size of the formed nanoparticles and production of stable concentrated 
 dispersions of organic nanoparticles with no stabilizers.

However, the following two drawbacks of the laser ablation method deserve 
mention:

	l	 	Nanoparticles are formed under the action of a narrow laser beam; hence, only 
a small amount of dispersion is formed. This implies that high power inputs 
are necessary for the production of considerable amounts of nanoparticles;

	l	 	Intense laser radiation may cause photochemical decomposition of certain 
organic substances.28

FIGURE 9.2 SEM image of quinacridone particles obtained upon laser radiation4 of wavelength 
355 nm, pulse duration 8 ns, and fluence 100 mJ cm.
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9.2.2 Chemical Methods

9.2.2.1  Solvent Replacement
Preparation of an aqueous colloidal solution of β-carotene was described for 
the first time in 1965.29 Carotene and poly(vinylpyrrolidone) were dissolved 
in chloroform, and then chloroform was evaporated in vacuo to form a solid 
mixture of β-carotene and polyvinylpyrrolidone. Upon the addition of water 
to the solid mixture, an aqueous colloidal solution formed, which was called 
“ hydrosol” (by analogy with “aerosol”).

The hydrosol contained mainly amorphous particles of water-dispersed car-
otene. The average particle size in the hydrosol was 200–400 nm, which allowed 
their use for intravenous injections. Such a technology of preparation of drug 
hydrosols had several features. First, the precipitation required a large amount 
of water, and the content of water in the product was 96–98%. Second, consid-
erable amounts of stabilizers are added to prevent crystallization and the par-
ticle growth. For example, in the synthesis of a cyclosporine hydrosol with the 
particle size of 270 nm in the presence of gelatine, the gelatine-to-cyclosporine 
ratio was 20:1.25. The introduction of a large amount of viscous stabilizers can 
decrease the solubility; hence, the stabilizer should be accurately dosed. The 
final stabilization was accomplished by lyophilization or spray drying.8

A new procedure that involved solvent replacement, i.e. reprecipitation, was 
developed for the preparation of perylene nanoparticles.30 This procedure con-
sists of the fast introduction of a substance dissolved in an appropriate good 
solvent into a large volume of a miscible poor solvent. The sudden change in 
the medium induces the precipitation of organic molecules.31 The reprecipi-
tation method was widely used for manufacture of nanoparticles of different 
organic compounds.32–35 For example, perylene particles with an average size of 
100 nm (Fig. 9.3) were obtained by pouring the 0.25 × 10−3 M perylene solution 
in acetone to water with vigorous stirring.36

Nanoparticles of 5-(4-dimethylaminophenyl)-3-(4-dimethylaminostyryl)-1-
phenyl-2-pyrazoline (5) were prepared by adding the ethanol solution of this 
compound (1.0 × 10−2 M) to water with vigorous stirring. Aggregation began 
immediately to form a dispersion of nanoparticles of compound 5 in water.

The size of the obtained nanoparticles can be controlled by changing the vol-
ume of the added ethanol solution of compound 5 and varying the temperature. 
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Thus, the addition of 40 and 100 mL of the ethanol solution to 10 mL of water 
resulted in 50- and 105-nm nanoparticles of compound 5 at 25 °C and 90- and 
190-nm nanoparticles at 50 °C, respectively.34

Reprecipitation of 1 × 10−3 M acetone solution of 5-(4-dimethylaminophenyl)-
3-naphthyl-1-phenyl-2-pyrazoline (100 and 50 mL) with water at 25 °C afforded 
nanoparticles measuring 65 and 40 nm, respectively.37 In a similar way, 
nanoparticles of trans-1-cyano-1,2-bis(4′-methylbiphenyl-4-yl)ethylene (6) 
were  prepared.

Tetrahydrofuran was used as the solvent and water served as the antisolvent. 
According to data from the emission scanning electron microscopy, nanopar-
ticles of compound 6 represented spheres with the diameter of 30–40 nm. The 
suspension of nanoparticles was transparent without any sediment and stable for 
more than three months.32 It was shown38 that hydrophobic molecules contain-
ing the polar C]O groups were stable in water for more than a year with no 
surfactants.

Using the reprecipitation method, with dimethylsulfoxide as the solvent, 
particles of the dye indigo blue measuring 11–17 nm were obtained.39

FIGURE 9.3 SEM image of perylene particles synthesized by the reprecipitation method.36
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The solvent substitution occurs under mild conditions, which allows fab-
rication of nanoparticles of thermally unstable compounds.35 This method 
is relatively simple and accessible. However, its drawbacks include low- 
production performance.40 Very dilute solutions of nanoparticles are obtained, 
because it is the millimolar concentrations of the organic compounds that 
are normally added to large volumes of antisolvents. Second, this method 
cannot be used for substances poorly soluble in organic solvents (e.g. for  
pentacene).

In the method of precipitation, keen attention was drawn to the use of anti-
solvents. Their application in preparation of drug nanoparticles is considered in 
an individual section.

9.2.2.2  Antisolvents for Precipitation
The rapid extension of pharmaceutical applications of nanoparticles may also 
simultaneously aggravate the problems associated with their use. For instance, 
the water-insoluble drugs should be mentioned. These compounds include a 
large number of modern drugs. The efforts of many scientists and manufactur-
ers are aimed at increasing their solubility and, as a consequence, improving 
their bioavailability and the related therapeutic effects. In connection with this, 
attention should be focused on the general requirements to organic nanopar-
ticles involved in the drug composition. As was mentioned above, suspensions 
prepared by different dispersing procedures are used most widely on the indus-
trial scale. However, crystalline substances are of no less importance, being the 
most stable form for drug storage. For any method of synthesis, it is the particle 
size, the size distribution, and the stability of synthesized systems that are the 
most important factors. The decisive role pertains to kinetic peculiarities of 
the nucleation and the particle growth.

When considering the methods of preparation of organic nanoparticles, 
attention was drawn to a supersaturation that arises in the liquid phase upon the 
changeover of the solvent or in the gas phase at the cryosynthesis. Under condi-
tions of the supersaturation, certain properties of synthesized drug nanoparticles 
can be regulated by varying the temperature or adding an antisolvent.41 The 
dependence of the supersaturation on the particle radius and mass and also on 
the solvent density was also considered. The supersaturation and the supersatu-
ration-determined nucleation kinetics were shown to be controlled by the local 
changes, for instance, proved to be more pronounced on cold walls as compared 
with the middle of the vessel. This affects the homogeneity and leads to hetero-
geneity, changing the kinetics of nucleation and particle growth steps at precipi-
tation. To obtain coarse particles with a narrow size distribution, it is necessary 
to optimize the supersaturation and control it in the course of precipitation. For 
this purpose, the most advanced way is to use antisolvents, which are added to 
solutions of active drugs in order to lower down their solubility or affect their 
reversibility.42
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For strongly hydrophobic compounds, the self-organization can occur as the 
result of the substitution of a solvent unsuitable for this compound, e.g. water, 
for the organic medium. For water-soluble compounds, the precipitation occurs 
as the result of addition of an organic solvent.43

The severe supersaturation simultaneously decreases the radius of the 
 critical nucleus and increases the nucleation rate; hence, to obtain a reliable 
distribution of particles, it is necessary to use processes with short characteristic 
mixing times. The use of jet mixers allows the 104-fold supersaturation to be 
reached in several ms.40 For deposition involving antisolvents, the temperature-
controlled baths with magnetic stirrers and the continuous narrow impinging 
jets were used.44 The dilution of an organic jet with water initiates precipitation. 
To reduce aggregation and retain nanoscale sizes of particles, aqueous disper-
sions of polymers are added to the aqueous phase. A copolymer, polypropylene 
oxide–polyethylene oxide, polyvinyl alcohol was used most often. Mixing in 
baths proved to be less efficient than mixing in jets. In a bath, it is more difficult 
to control the particle size so that coarser aggregates are formed. Supersatura-
tion depends on the drug concentration in solution and its solubility in the mix-
ture. The determination of the optimal solvent/antisolvent ratio is necessary for 
the subsequent precipitation.

In those cases where solubility in water limits the supersaturation, in order 
to attain the latter state in an aqueous medium, it is desirable to increase hydro-
phobicity of the substance, thus making easier the formation of nanoparticles 
and their stabilization.

The hydrophobicity of a substance can be changed by covalently binding 
it to a poorly soluble “anchor.” The solubility is reduced as the result of both 
the anchor hydrophobicity and the overall increase in the molecular mass. For 
the case of fast precipitation, this favors the formation of nanoparticles in the 
 aqueous media.40

An alternative to covalent binding is the formation of complexes with ion 
pairs, which allows the solubility of drugs to be changed. Hydrophobic ion 
pairs are formed in the specific interaction with an oppositely charged mol-
ecule, where the solubility decreases due to neutralization of the charge that 
promotes the water solubility.40 Ion pairs can be formed either preliminarily or 
 immediately in the reaction system, initiating the precipitation.

9.2.2.3  Chemical Reduction in Solution
Chemical reduction in solution is one of the most popular methods for the pro-
duction of nanoparticles of different metals and semiconductors.45 So far, this is 
not widely used for preparing organic nanoparticles; however, it was employed 
in some special cases.

For example, we consider the synthesis of perylene (Pe) nanoparticles. This 
is based on the reduction of perylenylium perchlorate with the bromide anions 
in the presence of cetylammonium bromide (CTA+Br−) in acetonitrile.46
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Perylenylium perchlorate was synthesized by the reaction:
The reduction of perylenylium perchlorate proceeded according to the 

 equation:

As a result, perylene nanoparticles measuring from 25 to 90 nm were 
obtained. It was noted that the changes in the cetylammonium bromide-to- 
perlenylium perchlorate molar ratio resulted in perylene nanoparticles of differ-
ent sizes. Thus, for the ratio 0.2–0.3, particles of 25 nm were obtained. As the 
molar ratio increased, the particle size also increased.

The way of injection of the reducing agent strongly affected the shape of per-
ylene nanoparticles. Its dropwise addition resulted in single spherical nanoparti-
cles, whereas its addition in one portion led to self-assembling of nanoparticles 
to afford nanorods.

By an example of perylene, the following advantages of the method of 
reduction in a homogenous solution were revealed:

	l	 	separation of nucleation and particle growth steps;
	l	 	the possibility of control over the particle size by varying the substance con-

centration and the mode of its injection.

9.2.2.4  Ion Association
Ion association in aqueous solution was used for the preparation of nanopar-
ticles of pseudocyanine dyes.47 The essence of this method can be explained for 
the synthesis of a cationic styryl dye (7), 2-(4-dimethylaminostyryl)-1-ethyl-
pyridinium tetraphenylborate.

Compound 7 tended to association with different hydrophobic borate anions 
in the presence of a neutral stabilizer, polyvinylpyrrolidone.48 Fast injection of 
a solution of 2-(4-dimethylaminostyryl)-1-ethylpyridinium iodide to a solution 
of sodium tetraphenylborate afforded pure suspension of nanoparticles of com-
pound 7 with the size from 30 to 100 nm.
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The method of ion association employs no organic solvents. The particle 
size can be controlled by varying the cation-to-anion molar ratio.49

9.2.2.5  Synthesis of Nanoparticles in Water–Oil Emulsion
Nanoparticles were synthesized in water–oil emulsions containing a solute in 
a volatile solvent. Evaporation of the solvent affords nanoparticles with sizes 
comparable with the emulsion drops. Emulsification required the use of spe-
cial equipment to achieve the needed drop size. Nanodrops were prepared by 
 high-pressure homogenization and sonication.

From microemulsions containing sodium dodecyl sulfate as the surfactant, 
nanoparticles of propylparaben with the sizes of 40–70 nm were obtained.50

A version of producing nanoparticles in a stabilizer-free emulsion of the oil-
in-water type was proposed.39 Figure 9.4 illustrates a possible mechanism of the 
organic nanocrystal fabrication, using the emulsion method. First, an emulsion 
of the target substance in an organic solvent was prepared at elevated tempera-
ture. Its subsequent cooling to room temperature brings about nucleation and 
the crystal growth inside the emulsion. The formed nanoparticles are transferred 

FIGURE 9.4 Schematic model of the organic nanocrystal fabrication by the emulsion method of 
nanoparticles: (1) preparation of the oil-in-water emulsion by stirring; (2) transfer of nanoparticles 
into the water phase, for example, by sonication.
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into the water phase and dispersed by a mechanical method, e.g. by sonication. 
Thus, nanoparticles of tetracene measuring 85 nm and anthracene measuring 
75 nm were prepared.

9.2.2.6  Photochemical Method
A new method was proposed for producing organic nanoparticles consisting of 
molecules of acridine dyes.51 It is based on a photochemical reaction of tetrabro-
momethane and di-p-tolylamine in polystyrene films. The films were irradiated 
with light of different wavelengths and intensities in the presence of tetrabromo-
methane vapor. The reaction occurs at the polymer/vapor interface, which allows 
producing the dye nanoparticles in the fixed site on the polymer surface.

The size and the number of nanoparticles could be controlled by varying the 
intensity of the light flux, its spectral composition, and the duration of irradia-
tion. Illumination with an incandescent lamp produced 100-nm particles. For the 
light flux of higher intensity, the argon laser was used. For the irradiation times 
of 20 s and 5 min, the average particle sizes were 40 and 80 nm, respectively.

An interesting experimental fact is that the micropores formed in the poly-
mer film. The micropore size could be regulated by varying the parameters of 
the photon impact.

9.2.2.7  The use of Supercritical Fluids
At present, the use of different substances in subcritical and supercritical states 
for the production of nanoparticles of organic compounds is being intensively 
developed. The supercritical fluid (SCF) technologies have considerably 
extended the potential of preparation of organic nanoparticles. The classifica-
tion of SCF technologies can be found in several reviews.52–54

A chemical compound in the supercritical state may be used as both the 
solvent and the precipitant.55 Carbon dioxide was used most often as the super-
critical solvent. It represents a noninflammable, cheap, nontoxic gas and is char-
acterized by mild conditions of the transition to the critical state (T = 304 K and 
P = 73.8 atm).56

Supercritical fluids as the solvents were successfully used in a version of 
rapid expansion, where the saturated solution of a compound in an SCF is 
sprayed through a nozzle. As the pressure drops down, the solvent passes to 
the gaseous phase and the substance is precipitated to form fine aerosol. This 
method was used to produce, at a pressure of 220–450 atm and a temperature 
of 308–348 K, 100-nm spherical nanoparticles of a local anesthetic, lidocaine.54 
By a similar procedure, the nanoparticles of mefenamic acid (8) measuring 
880 nm were fabricated.57
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Several procedures for the rapid expansion of supercritical solutions were 
described. In one of them, the fluid with the target substance was sprayed into 
an organic solvent. Thus, ibuprofen particles measuring 40 nm were stabilized 
in a solution of sodium dodecyl sulfate.58

In another version, the SCF containing the dissolved compound was sprayed 
into water containing the surfactant Twin-80 to produce cyclosporine particles 
measuring 500 nm.55

Nanoparticles of the dye C545T (9) measuring 5–15 nm was produced using 
supercritical carbon dioxide.59

The drawback of the method under consideration is that the range of com-
pounds well-soluble in supercritical carbon dioxide is limited.

Nanosizing of insoluble or poorly soluble substances can be effected, where 
the fluid performed the functions of the precipitant. For the dissolution of such 
substances, organic compounds are used that are soluble either completely or 
partly in the SCF. A saturated solution of the target compound in the organic 
solvent was sprayed under controlled conditions through a nozzle into a ves-
sel containing the fluid, where the compound crystallized due to the abrupt 
decrease in the solubility to afford micro and nanoparticles. It was noted that 
the residual amounts of organic solvents could contaminate the final product.54

The following procedures were developed in which the supercritical sol-
vents could be used as the medium for the precipitation of the target micro- and 
nanoparticles:

	l	 	precipitation in a gaseous antisolvent [Gas AntiSolvent (GAS)];60

	l	 	precipitation in a supercritical antisolvent (SAS); this procedure was used for 
producing tetracycline particles measuring 150 nm;61

	l	 	dissolution of a fine dispersion in an SCF [solution-enhanced dispersion by 
supercritical fluids (SEDS)]; Sulfathiazole particles measuring ~200 nm were 
prepared using this procedure;62

	l	 	supercritical extraction [aerosol solvent extraction system (ASES)].

As an example, let us consider supercritical extraction of a glucocorticoste-
roid, budesonide. The steroid solution in dichloromethane was sprayed into a 
large volume of SCF (carbon dioxide) for 1 h. Dichloromethane is soluble in 
SCF and hence is extracted, while the insoluble steroid forms the solid phase.63 
Figure 9.5 shows a microimage of budesonide nanoparticles.

When SCFs (e.g. carbon dioxide) are used with substances poorly soluble 
in these fluids, they represent antisolvents. The mechanism of accompanying  
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phenomena depends on the physical and chemical conditions of the process. 
The effect of pressure, temperature, and concentration on the size of synthe-
sized particles was studied for precipitation in supercritical carbon dioxide. 
The model system represented the gadolinium acetate–dimethylsulfoxide sys-
tem with carbon dioxide playing the roles of the SCF and the antisolvent.64 
According to scanning electron microscopic data, depending on the experimen-
tal conditions, one can obtain gadolinium acetate in the form of nanoparticles, 
microparticles, and extended microparticles.

At the fixed temperature (40 °С) and solution concentration (60 mg/mL), 
the pressure in the precipitator (500 mL) was varied in the range of 90–200 bar. 
Microparticles were synthesized at 90 bar and 120–180 bar. Nanoparticles could 
be obtained only at a pressure of 200 bar. According to XRD data, all particles 
were in the amorphous state. The effect of the solution concentration on the 
formation of particles was studied in the range of 20–300 mg/mL for the pres-
sure of 150 bar and 40 °С. The average diameter of nanoparticles was found to 
vary from 86 nm at 20 mg/mL to 90 nm at 25 mg/mL. The particles represented 
irregular spheres. Both the particle size and their size distribution increased with 
the increase in the concentration. The effect of temperature was studied in the 
range of 35–60 °С, for the pressure of 150 bar and the solution concentration of 
60 mg/mL. Under these conditions, nothing except microparticles and extended 
microparticles could be prepared. The authors associated this with the narrow-
ness of the temperature interval. The formation of either nano- or microparticles 
was explained to be a result of changes in the jet dynamics and the surface 
tension. The competition between the two mechanisms was considered. In one 
mechanism, the jet breakup occurred, droplets were formed, and then dried, 
which gave rise to the formation of microparticles. In the other mechanism, the 
dynamic interface tension became weak, and a gas mixture was formed from 
which nanoparticles precipitated. These processes can be characterized by the 

FIGURE 9.5 SEM image of budesonide particles, prepared by supercritical extraction.63
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time of the jet breakup (T) and the time of the changeover in the dynamic inter-
face tension (t). The interplay of these mechanisms made it possible to explain 
the obtained results.63 For Т < t, the mechanism includes the formation of drop-
lets to produce microparticles. For Т > t, the process occurs via the formation of a 
gas mixture and results in precipitation of nanoparticles. Under different condi-
tions, the important role is played by the critical mixing point of a binary system 
formed by a SCF and a solution added to the latter. The complex analysis of the 
effect of pressure, concentration and temperature has shown that the obtained 
results are well consistent with the earlier data.65 Presumably, these results can 
be extended to other nanoparticles precipitated in the amorphous state.

For the case of precipitation of crystalline nanoparticles, different mecha-
nisms were discussed.64 For fluid СО2 used as the antisolvent, the main problem 
is to pass from nanoparticles to microparticles. The process is determined by the 
dynamic properties of the system; when a fluid jet is used, its breakup can be orga-
nized near the nano-to-microparticle transition point in which the competition of 
different mechanisms occurs to afford a mixture of particles with different sizes.63

The merit of the SCF technologies is their environmental safety in the case 
of SCF-soluble substances; the drawbacks are the contamination of the final 
product with the solvent in the case of production of nanoparticles of substances 
insoluble in SCF as well as the sophisticated instrumentation required for this 
process and, as a consequence, high cost of the final product.66 Certain progress 
was achieved in solving the problem of scaling the SCF technologies to make 
them suitable for industry.67,68

9.2.2.8  Cryochemical Synthesis and Modification of Nanoparticles
Cryochemistry studies the reactions proceeding at low (77 K) and ultralow 
(4 K) temperatures. In this temperature range, unusual chemical transforma-
tions involving free radicals, ions, and unstable molecular complexes were 
observed.69 New mechanisms of traditional classic and model reactions of the 
halogen and hydrohalide addition to double bonds occurring at low tempera-
tures were discovered.70 The low-temperature limit for the chemical reaction 
rate was determined, and the presence of the tunneling mechanism was demon-
strated for reactions at ultralow temperatures.71

The cryochemical synthesis of nanoparticles of organic compounds is based 
on a well-balanced combination of cold and heat; its peculiarities were consid-
ered in Ref. 72. Low temperatures are used to avoid uncontrolled changes in the 
intermediate and target products and to control the properties of the resulting 
materials. This method involves deep freezing of solutions of substances, which 
leads to fast solidification of both the solvent and the solute.73 The obtained 
product in the form of cryogranules was subjected to freeze-drying (cryodry-
ing) or cryoextraction. The cryodrying includes the following stages: freezing, 
primary drying, and secondary drying. The freezing rate affects the subsequent 
sublimation and the properties of the final product. The critical freezing rate was 
found, below which the particles tend to aggregate.74 Cryochemical technology 
allows production of diverse materials (Fig. 9.6).
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As a rule, the contemporary drugs represent complex organic compounds, 
of which many are virtually insoluble in water. The poor solubility limits the 
modes for drug administration into the organism and affects the kinetics and the 
mechanisms of their targeted delivery, metabolism, and excretion.

A new method was proposed for modifying and dispersing crystalline pow-
ders of drugs with recourse to low temperatures.75,76 The method relies on the 
nonequilibrium–metastable states of systems formed as a result of vapor depo-
sition onto a cold surface, which was followed by heating to room temperature 
(Fig. 9.7).

The fundamentals of this method were developed when studying different 
chemical transformations of organic compounds at low temperatures.77,78

By varying the condensation and heating conditions, one can control the 
parameters of processes and the properties of products. Two methods were 
developed for drug modification. One of them is based on vaporization and 
transfer of the substance with a flow of a heated gas, which was followed by its 
condensation on a cold surface. The other method is based on the vaporization 
and condensation in vacuum. The proposed methods were used for modifying 
and dispersion of the following drugs: carvedilol, moxonidine, glibenclamide, 
fluticasone propionate, gabapentin, androstenediol, and piroxicam. The  majority 
of the drugs were virtually insoluble in water.

FIGURE 9.6 Materials as the cryochemical technology products.72
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An amorphous form of a cardiac drug, carvedilol, was synthesized by the 
inflow modification.79 According to data from the optical microscopy, the size 
of the original carvedilol particles was 10–15 mm, the average particle size of 
the cryomodified drug was 1 ± 0.1 mm, and the minimum size was 0.5 mm. The 
biological and medicinal trials pointed to an increase in the amorphous drug 
activity with the decrease in the particle size.

The jet method in an inert gas flow was used for studying the modification 
of the hormone D5-androstene-3b,17b-diol as a radioprotector. According to the 
IR spectroscopic data, the initial and the modified forms of androstenediol were 
similar. According to XRD studies, the modified drug represented a crystalline 
monohydrate of androstenediol. The particle size of the original drug varied 
from 3 to 300 mm. Figure 9.8 shows the size distributions of the original and 
the modified particles. The average size of androstenediol particles decreased to 
200 nm and the minimum size decreased to 100 nm.

As the particles size decreased to nanometers, the mass rate of dissolution 
increased more than 1.5-fold for the same temperature and sample mass.

For the antiepileptic agent, gabapentin, the use of the method of vacuum 
sublimation–condensation made it possible to produce three forms of which 
one was obtained for the first time.80 The particle size of the cryomodified drug 
was 0.5 mm.

FIGURE 9.7 A scheme of possible transformations of one or two organic compounds in the con-
densation and heating.
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The method of vacuum cryomodification was developed for sublimation 
of compounds that are nonvolatile and chemically unstable at elevated tem-
peratures.81 The evaporation was carried out by pressing mechanically a thin 
layer of the substance to a heated metal grid. The condensation could be accom-
plished onto the walls of a polished copper cube cooled by liquid nitrogen; 
 simultaneously, IR spectra of the condensate could be recorded.

FIGURE 9.8 Histograms of the size distribution of D5-androstene-3b,17b-diol particles accor-
ding to the data of scanning electron microscopy in the original (a) and modified (b) substances.
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The discussed methods of cryomodification had distinctive features. The 
transfer of the substance to the gas phase and the use of liquid nitrogen ensured 
that the final product was obtained from its molecular and nonequilibrium state. 
Using controlled heating, it was possible to change the size and the structure of 
modified particles and obtain their new forms.

Micronization of drugs was carried out in the absence of solvents. Cryo-
chemical methods made it possible to modify the substances due to the intro-
duction of auxiliary agents used in the drug synthesis.

At low temperatures, a new modification of 7-bromo-5-(2-chlorophenyl)-
1,3-dihydro-2H-benzodiazepin-2-one (phenazepam),82 one of the most efficient 
psychotropic agents used most widely in the medical practice, was obtained 
(Fig. 9.9).

A new modification of phenazepam was prepared in a unit that allowed 
transfer of a crystalline substance into the gas phase, which was followed by 
its condensation in an inert gas flow onto a surface cooled with liquid nitrogen. 
NMR-spectroscopic examination of solutions of the original phenazepam and 
its cryomodification in dimethylsulfoxide-d6 has shown that the chemical com-
position of the phenazepam molecule remained unchanged.

A comparison of the results of XRD analysis of modified phenazepam with 
the data from the Cambridge database revealed the appearance of a new crys-
talline modification, β-polymorph. The lattice parameters of the cryomodi-
fied monoclinic phenazepam, C15H10BrClN2O, were as follows: a = 14.792(5), 
b = 11.678(3), c = 8.472(2) Å, β = 93.677(19)8, V = 1460.4(7) Å3, ρcal = 1.59 g cm3, 
Z = 4, and space group P21/c. The average particle size of the β-polymorph of 
phenazepam was 55 ± 12 nm according to XRD data and 30–120 nm according 
to the transmission electron microscopy (TEM) data, i.e. the results obtained 
by these two methods were mutually consistent. In water, the β-polymorph dis-
solved faster by a factor of 3.9 as compared with the original phenazepam.

The particle size of drugs affected their solubility, dissolution rate, bioavail-
ability, and metabolism. The mode of administration of a drug into the organism 
is chosen depending on the particle size.

FIGURE 9.9 Phenazepam structural formula and a view of its molecule with the optimized struc-
ture.
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Biopharmacological in vivo trials of cryochemically modified phenazepam 
have shown that the new modification retained the advantages of the original 
drug, while the side effects decreased by 40%.

In pharmacology, keen attention is paid to the synthesis and the use of new 
crystalline polymorphs of drugs. This is associated with the fact that differ-
ent crystal systems with different unit cells (polymorphs) obtained from the 
same elements possess different physical and chemical properties and can have  
different therapeutic action. The state of the art in the studies of polymorphism 
and numerous examples of the use of this effect in pharmacology were described 
in a monograph.83

Sublimation of drugs followed by their condensation onto cold metal sur-
faces was employed84 in the synthesis of polymorphic modifications of the anti-
epileptic drug, carbamazepin (10). The drug was condensed on the Au(111) and 
Cu(111) surfaces at 80 K, and its structure was studied at the same temperature 
by the scanning tunneling microscopy.

On the Au(111) surface, compound 10 formed the molecular structures dif-
ferent from those observed in three-dimensional crystals, namely, trimers were 
formed as a result of intermolecular hydrogen bonding and interaction with the 
metal (Fig. 9.10). In neither of the polymorphs known, such formations have 
ever been observed.

The nature of metals was shown to influence the chirality and the density of 
packing of two-dimensional molecular structures.

FIGURE 9.10 A scheme of formation of carbamazepin trimer and its STM image on the Au(111) 
surface.84
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The obtained results can potentially be used for monitoring the polymorph 
formation. However, it is necessary to elucidate whether the synthesized two-
dimensional structures can act as the templates in the  formation of three-dimen-
sional crystalline particles.

9.3 PROPERTIES AND APPLICATION OF 
ORGANIC NANOPARTICLES

In the Introduction to this chapter, the similar and dissimilar properties of 
nanoparticles of metals and organic compounds were outlined and certain appli-
cation fields of organic nanoparticles were considered. In the present Section, 
the spectral and other properties of the latter are analyzed in greater detail.

9.3.1 Spectral Properties

The dependence of the Stokes shift in the molecular spectra on the size of 
organic particles was revealed.85 The restriction for the exchange interactions in 
organic nanoparticles brings about an increase in the nonlinear optical charac-
teristics.86 The dependence of the melting temperature on the particle size was 
demonstrated.87 A substantial difference in the optical and electronic proper-
ties of organic nanomaterials from the properties of nanomaterials based on 
metals and inorganic substances is associated with the presence in the former 
of weak intermolecular interactions such as the van der Waals forces and π–π 
 conjugation.

The dependence of optical properties on the size of organic nanoparticles, 
which ranged from several tens to several hundreds of nanometers,3 was con-
sidered by many authors. The optoelectronic properties of organic nanoparticles 
are governed by the charge-transfer excitons (PCT) and the Frenkel excitons 
with small radii. The effect of exciton localization was rationalized.34

Figure 9.11 shows UV spectra of nanoparticles of compound 5 in water and 
in a dilute aqueous solution of ethanol. In solution, the following three absorp-
tion bands appear: the first is associated with the phenyl radical (PPh) and the 
other two are associated with the n–π* − (Pn–π*) and π–π*-transitions (Pπ–π*) of 
the pyrazoline ring. As the particle size increased from several tens to a hundred 
of nanometers, the PPh and Pπ–π* bands shifted in the long-wavelength direc-
tion. Presumably, the observed bathochromic shift is the result of the increased 
overlap of π-orbitals of the pyrazoline ring and the strengthening of interactions 
between the molecules of compound 5 with the increase in the particle size.34

The emerging absorption is explained by the appearance of charge-transfer 
excitons (PCT) throughout the extended crystal structure of aggregates of  molecules 
5 closely stacked in nanoparticles.

An interesting phenomenon of multiple luminescence is manifested in 
nanoparticles of 1,3-diphenyl-5-pyrenyl-2-pyrazoline (11). This compound 
contains two sterically separated chromophore fragments, namely, pyrene and 
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 pyrazoline. In solution, the emission is associated only with the pyrene fragment, 
whereas in a solid crystal, this was exclusively due to the pyrazoline fragment. 
However, in nanoparticles of compound 11, the multiple emissions of radiation 
from pyrene, pyrazoline fragments and, additionally, from the charge-transfer 
complex between the pyrene and pyrazoline fragments were observed.88 It was 
shown that with the increase in the particle size, the luminescence decreased.

Systematic studies of pyrazoline derivatives were carried out.89 It was 
shown that the fluorescence spectra of 5-(2-anthryl)-1,3-diphenyl-2-pyrazoline 
nanoparticles differed from the spectra of solutions and crystals of this com-
pound.

Guanosine or guanine (G) derivatives with oligo(p-phenylene-vinylene) sub-
stituents in position 8 prepared by a Pd-catalyzed cross-coupling were observed 
to form hydrogen-bonded self-associates.90 In the absence of an alkali metal 
salt, they undergo a self-assembly with possible predominance of G-based tet-
ramers (Fig. 9.12a and Fig. 9.13).

In the presence of alkali metal salts, the octamer can be formed as a result 
of cationic-dipolar interactions (Fig. 9.12b). The assembly of stable disk nano-
structures with the diameter of 8.5 nm and the height of ~1.5–2.0 nm was 
observed.

Fluorescent organic nanoparticles were used, for instance, as the organic 
light-emitting diodes (OLED).91 The efficiency of fluorescence of organic chro-
mophores decreased in the solid state as a result of concentrational quenching. 
For certain fluorophores, the aggregation phenomenon was observed, which was 

FIGURE 9.11 UV-Vis absorption spectra of dispersions of nanoparticles of compound 5 in water 
(1 ± 5) and of a solution (C = 16105 M) in ethanol (6),35 particle size/nm: (1) 20; (2) 50; (3) 105; (4) 
190; (5) 310.
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accompanied by intensification of fluorescence rather than its quenching.92,93 
For example, the fluorescence of solid trans-1,2-bis[4-(carbazolyl)phenyl]-1,2-
dicyanoethylene nanoparticles was more intense as compared with a solution of 
this compound.94 The photoluminescence of solid nanoparticles of compound 6 
was 700 times (!) more intense than that of its solution.32

FIGURE 9.12 A model of self-assembly of guanine derivatives as a result of formation of hydro-
gen bonds (a) and in the presence of alkali metal cations (b).90
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A new class of stable highly soluble substances, viz. donor-acceptor carba-
zole derivatives, was described in detail.95 The dependences in their physico-
chemical properties on the change in the acceptor group were studied as well 
as their photophysical properties in different solvents. In tetrahydrofuran-water 
mixtures, organic nanoparticles are formed with the size of ~250 nm. Presum-
ably, such particles could be used as OLED in dye-sensitized solar cells or the 
Gretzel cells.

Light-emitting diodes were mainly used in the design of devices for data 
representation in the production of thin full-color displays. The full-color dis-
plays based on light-emitting diodes are commercially available. However, no 
cheap displays have been developed so far, with the sizes comparable with 
those of the modern liquid-crystalline displays. The main problem the research 
encountered with was associated with the nonuniformity of light-emitting 
organic substances applied onto the screen surface. The difference in the 
organic film thicknesses led to nonuniform luminescence and had an adverse 
effect on the quality of color reproduction by these displays. An unexpected 
and interesting solution of this problem is based on the incorporation of organic 
field transistors into the displays.96 Each of such transistors controls an individ-
ual pixel.97 By controlling the current, it is possible to obtain the screen glow 
uniform over the whole surface, which required no substantial complications in 
the technological instrumentation for the selective deposition of light-emitting 
substances.

9.3.2 Quasi-one-dimensional Systems

When analyzing the properties and the application fields of organic nanopar-
ticles, special attention should be drawn to quasi-one-dimensional (1D) 
organic materials in the form of nanotubes, nanoribbons, and nanowires. It is 
believed that such materials should have great influence on the development of 
 microoptoelectronics of the next generation.98

FIGURE 9.13 STM images of nanoparticles of a guanine derivative at different magnifications.90
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Several methods were proposed for the preparation of 1D materials: by 
self-organization in solution,99–102 template synthesis,103–105 and physical vapor 
deposition.106 Quasi-one-dimensional organic materials exhibit interesting 
optoelectronic properties. First of all, mention should be made of their inherent 
multicolor or the so-called red–green–blue (RBG) emission, which is applied 
in displays and screens. Such a color combination has usually been obtained 
by mixing different dyes, each emitting its own color. Recently, the multicolor 
emission has been observed for one substance, 1,2,3,4,5-pentaphenylcyclo-
penta-1,3-diene (12).107

Under the action of light with the corresponding wavelengths, the RBG 
emission was observed for the 1D structure of compound 12 (Fig. 9.14).

(a)

(c) (d)

(b)

FIGURE 9.14 Microphotographs (fluorescence microscopy) of nanoribbons of compound 12.107 
(a) bright-field image; irradiation with UV light with the wavelengths of 30 ± 380 (b), 460 ± 490 (c), 
and 520 ± 550 nm (d).
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Yet another peculiarity of organic 1D nanostructures is associated with their 
properties of optical conductors. For example, 9,10-bis(phenylethynyl)anthra-
cene nanotubes with the diameter of 690 nm and the length of 2.5 µm demon-
strated the characteristic yellow emission with very bright luminescent sites 
at both ends of the nanotube and the relatively weak emission of the whole 
nanotube (Fig. 9.15).108

Finally, yet another significant property of organic 1D materials is the 
adjustable luminescence of binary nanowires. This effect was described in detail 
for nanowires of 1,3,5-triphenyl-2-pyrazoline with an addition of 9,10,11,12- 
tetraphenylnaphthacene (rubrene). It was observed that with the increase in the 
rubrene content, the emission color changed from blue to orange.109

Fluorescent nanoparticles of organic compounds can be used for detecting 
different substances. Thus, nanoparticles of 1-aminopyrene (13) are applicable 
for the quantitation of nitrites.

The fluorescence intensity is quenched by nitrites when involved in diazo-
tization reaction, and the fluorescence extinction is proportional to the nitrite 
concentration.110

FIGURE 9.15 Microphotograph (fluorescence microcopy) of nanotubes of compound 12 
 irradiated with UV light of the wavelength 460 to 490 nm.108
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9.3.3 Drugs and Nanoparticles

Nanoparticles of organic compounds demonstrate a great application potential 
in “green” chemistry and chemical biology. They easily form aqueous disper-
sions, which makes it possible to obviate toxic solvents in carrying out chemical 
reactions.111 The preparation of aqueous solutions of organic substances as well 
as monitoring the reactions with living cells in these solutions required the use 
of detergents. Nanoparticles as such can react with cells and hence require no 
detergents.

Production of drug nanoparticles is one of the main directions in the prep-
aration of new highly efficient formulations. Micro- and nanoforms of drugs 
exhibit unique properties and open up new promising approaches to the treat-
ment of different diseases. Solubility of drugs is one of the properties that 
 determine their efficacy.

The calculated and measured solubility values sometimes differed from 
2–3-fold to 20-fold.112 Such a difference can be associated with the fact that 
solubility depends on the particle size and shape and also on the presence of a 
charge that can affect both solubility and nucleation.

The properties determining the solubility can be divided into two groups, 
namely, intrinsic of coarse compact compounds and nanosized compounds. 
For coarse particles with the small surface-to-volume ratio (S/V), the important 
properties are the lattice enthalpy or the entropy and the properties pertaining 
to the solute–solvent interaction, such as the surface roughness and the charge. 
For nanoparticles with the larger S/V ratio, it is the properties affecting the 
nucleation and the particle growth, the state of particle surface, and its fractal 
dimensionality that are important.113

Theoretical estimates show that for particles measuring <100 nm, a con-
siderable increase in solubility as compared with coarse particles could be 
expected. The classical Ostwald–Freundlich equation proved to be insufficient 
to  comprehensively describe the nanoparticle solubilities.

The possibility of preparing nanosuspensions of poorly soluble substances is 
considered as an attractive merit of such drugs.114

The modification of the nanoparticle surface can be used in developing new 
methods of dissolution of poorly soluble substances. Thus, the dissolution rate 
of meloxicam nanoparticles is 6 times higher than that of the original drug.115

The drug celecoxib (14), poorly soluble in water, is used for treating 
 rheumatoid arthritis, osteoarthritis, and psoriatic arthritis.
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Production of amorphous nanoparticles of this drug measuring 17 nm 
increased its dissolution rate by 10-fold.116

The kinetics of nanoparticle nucleation by the example of four drugs insol-
uble in water was analyzed.117 The effect of sonication and of hydroxypro-
pylmethylcellulose (HPMC) on the particle deposition in the presence of an 
antisolvent (water) was studied. The antifungal drug itraconazole, the antibiotic 
griseofulvin, the nonsteroidal antiinflammatory drug ibuprofen, and the anti-
bacterial drug sulfamethoxazole were tested, which made it possible to assess 
how the physicochemical properties affect the nucleation rate and the particle 
size determined by the light-scattering technique. The analysis of the results 
was performed within the framework of the theory of homogeneous nucleation, 
which allowed the contributions of kinetics and thermodynamics to be separated 
and the particle size to be taken into account. It was found that sonication and 
the addition of HPMC accelerate nucleation. Sonication favored the increase in 
the water molecule diffusivity. This increased the contribution of kinetic factors 
into the nucleation acceleration. The addition of HPMC reduced the solution 
viscosity and, hence, the contribution of the kinetic component.

However, the addition of HPMC also reduced the surface tension and 
decreased the contribution of thermodynamic factors. Hence, the use of HPMC 
favored a decrease in the energy barrier to nucleation and its acceleration.  
It was noted the decrease in this barrier was more pronounced for hydropho-
bic molecules such as Intraconazole as compared with other molecules, e.g.  
sulfamethoxazole. This is associated with the lower solubility of the former as 
compared with that of hydrophilic compounds such as sulfamethoxazole. The 
differences in the nucleation rates affect the particles involved in this process 
the sizes of which depend on the properties of the original substance such as the 
wettability for solid particles and the interface tension.

The therapeutic effect of drugs poorly soluble in water is apparently low. 
As a result, they have to be used in large doses, which entails undesirable side 
effects. This problem is especially important for drastic anticancer, hormonal, 
anti-inflammatory and antifungal drugs, and antibiotics. Nanotechnologies can 
provide a decrease in the therapeutic doses of drugs with the retention of their 
therapeutic effect, which would be favorable for reducing the size effects.

Stability plays the important role in the therapeutic effect of drugs. It is also 
of key importance for suspensions of many poorly soluble substances.

The physical and chemical stability of organic nanoparticles is one of the 
main characteristics determining their application limits.

The stability of nanocrystalline drugs was the subject of active discus-
sions.118 The size stability of drug nanoparticles is especially important for 
intravenous injections, because coarsening of particles to 5 µm leads to blocking 
of capillaries and arterial occlusion.119 This is the control over the particle size 
and the size distribution should be provided during their storage as well as the 
thermodynamic and kinetic control over the stability of suspensions obtained 
from nanoparticles.
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In contrast to microparticles, the properties and the stability of nanosys-
tems depend on their proper dosage. The latter determines the size, the surface-
to-volume ratio, and correspondingly, the properties of systems in vitro and 
in vivo.120 Stability is one of the main aspects of drug efficacy and safety.

Stability of suspensions depends on physical processes such as sedimenta-
tion and agglomeration of particles, the growth of crystals, and the changes in 
their morphology.

The large surface of nanoparticles results in their high surface energy and 
thermodynamic instability, which is relieved with agglomeration. The agglom-
eration can change the stability of a suspension due to the fast precipitation 
of growing crystals. The concomitant problems are usually solved by the 
 introduction of various stabilizers.

Two mechanisms of stabilization of suspensions in aqueous and nonaque-
ous media are traditionally considered, namely, the electrostatic repulsion 
and the steric stabilization.121 The strong interaction between the stabilizer 
and the solvent is the decisive factor for the steric stability and prevention of 
agglomeration.120 The main drawback of steric stabilization is associated with 
the necessity of tuning the stabilizer tails to a particular drug. The stabiliza-
tion of indometacin nanoparticles involved the use of cyclodextrins and no 
 surfactants.122

The latter gives rise to changes in the free energy ΔG = ΔH − TΔS. The case 
ΔG > 0 corresponds to stabilization of the suspension; for ΔG < 0, the agglom-
eration of particles occurs.

If a medium is a good solvent, then it partially favors stabilization because 
fine particles with adsorbed layers of the stabilizer cannot penetrate into one 
another. This decreases the number of configurations suitable for stabilization 
of tails and leads to changes in both the negative entropy and the positive free 
energy. On the other hand, if the medium is a poor solvent, the adsorption lay-
ers on particles can thermodynamically penetrate into one another, inducing 
agglomeration.

In the general case, poorly water-soluble pharmaceutical substances with the 
high molecular masses and the high melting points have a better chance to form 
nanosuspensions.123

The crystalline state is the most important factor that affects stability, solu-
bility and efficacy. Under the effect of temperature, the high-energy amorphous 
state can transform into the crystalline state.

In formation of suspensions, one must take into account the possibility of 
chemical reactions that involve the solute and the solvent and can affect the 
stability of the system. The chemical stability depends on the properties of a 
particular pharmaceutical substance, its molecular structure, and the presence 
of different functional groups susceptible to hydrolysis or oxidation and their 
reactivity.124 The general approach to using drug substances includes their stor-
age in the crystalline state and the preparation of nanosuspensions immediately 
before their use.
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Even more complicated problems arise for the case of peptides and proteins, 
for which besides the necessity of retaining the nanosize, one must control the 
secondary and other molecular structures.125

The particle size and the size distribution determine the physical stability of 
dispersions and are usually considered as its indicator or polydispersity index. 
The latter value is determined by the dynamic light scattering or laser diffrac-
tion techniques. For the polydispersity index in the interval of 0.1–0.25, the 
size distribution is considered as narrow, whereas the index of 0.5 points to a 
wide distribution.118 The laser diffraction data give the relative size distribution. 
The morphology of nanoparticles can be determined by the scanning, transmis-
sion, and atomic-force microscopies. Indeed, the stability of a nanosuspension 
is higher for finer particles, because their sedimentation is slower. However, fine 
particles are not always desirable because they can strongly increase the dis-
solution rate, which may induce undesirable effects and weaken the therapeutic 
effect.

The wide use of stabilizers depends on understanding of their interaction 
with nanoparticles and the yet insufficiently developed procedure of screening 
of the selectivity of stabilizers themselves.

The use of the atomic-force microscopy allowed selective stabilizers for 
ibuprofen nanoparticles to be found.126 It was shown that hydropropylcellu-
lose (HPC) and hydropropylmethylcellulose (HPMC), in contrast to polyvi-
nylpyrrolidone, can efficiency bind to the surface of ibuprofen nanoparticles. 
These results well correlate with the stability of suspensions and highlight the 
importance of the AFM in determining the selectivity of stabilizers and gaining 
insight into the mechanism of their action. However, the more efficient method 
of preparation of stable suspensions altogether excludes the use of stabilizers. 
This not only simplifies the procedure but also eliminates the problems associ-
ated with toxicity of stabilizers.

Despite the progress in pharmacology, the stability of drug nanoparticles 
remains a topical problem. It can be solved by gaining deeper insight into the 
interactions between nanoparticles and carrying out the quest for new highly 
efficient and selective stabilizers.

Morphology pertains to the fundamental characteristics or drugs. Nanopar-
ticles of different morphology can be prepared by fast precipitation. By chang-
ing the kinetics of nucleation and growth, less stable highly energetic particles 
in amorphous or polymorphous states can be synthesized. The slow aggregation 
and precipitation usually lead to thermodynamically stable polymorphous crys-
talline structures. Hydrophobic substances in the amorphous state exhibit the 
higher dissolution rates and, correspondingly, the higher bioavailability. At the 
same time, substances in the form of crystals are more stable with respect to dif-
ferent external factors during the storage. The aforementioned processes should 
be taken into account when synthesizing nanoparticles.

A comparison of amorphous and crystalline itraconazole as regards its dis-
solution rate and bioavailability was carried out.127 The amorphous state of this 
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triazole antifungal agent was prepared by wet grinding and ultrafast freezing. 
The trials in mice have shown the 8-fold increase in the solubility in vitro and 
the 4-fold increase in the bioavailability in vivo for the amorphous state as 
compared with nanocrystalline state, which stressed the key importance of the 
nanoparticle shape for its bioavailability.

Thus, the structural state should be taken into account in acquiring phar-
macological kinetic profiles to characterize the activity of substances. These 
studies require the development of special methods and procedures. The mor-
phology of drugs can be determined by X-ray diffraction technique; however, it 
should be borne in mind that the spectra of nanoparticles may contain reduced 
signals and crystal peaks of different intensity.

Many drugs are used in the form of colloidal suspensions for which the 
stability of the system is also important in addition to the particle size, solu-
bility, and morphology. As the particles size decreases, it becomes more diffi-
cult to control the changes in the surface thermodynamics and the physical and 
chemical properties of the system. Stabilization of suspensions of nanoparticles 
involves the active use of different surfactants that can erect steric barriers. For 
the dissolution of nanoparticles, besides their diffusion, size, and surface area, 
one should take into account the thickness of the particle boundary layer, which 
has its own steady state.

For coarse crystals, the particle surface is assumed to be flat and linear with 
respect to the gradient of concentration in the boundary layer. For stabilization of 
a suspension, the absence of the secondary recrystallization is also important. The 
prospects of using aqueous drug suspensions are also limited by the substance 
concentration (the latter can be introduced as a single dose or in a larger volume 
in order to attain the therapeutic concentration). As an alternative to suspensions, 
the drugs are kept during long-term storage in the form of nanopowders. The 
conventional drying procedures are useless for nanoparticles due to their recrys-
tallization. The most widely used methods are cryodrying and spray drying on 
freezing.128 Both methods allow avoiding the aggregation of nanoparticles dur-
ing the powder preparation. To prevent the possible binding of nanoparticles into 
aggregate bridges during vacuum cryodrying, the cryoprotectors such as polyvi-
nyl alcohol, polyvinylpyrrolidone, hydroxypropyl methyl, and cellulose are used. 
The complications that arouse in the course of  cryodrying were analyzed.127

As an alternative to the conventional cryodrying and cryospraying, a tech-
nology was proposed recently in which flakes of nanoparticles were subjected 
to special reversible filtration which allowed the material to be dried in a short 
time and at a low cost.129

Moreover, micronization up to nanosizes determines the development of 
drugs for the aerosol, intravenous, and intramuscular applications. For example, 
an aerosol of nanoparticles (3–200 nm) of a nonsteroidal anti-inflammatory 
drug, indometacin, was fabricated. The trials in mice have shown that this aero-
sol was more efficient than the conventional oral form.130 Other applications of 
nanoparticles in medicine have been considered elsewhere.131 The wider use of 
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nanoparticles in medicine was partly limited by their relatively high cost and 
the insufficiently studied mechanisms of their interaction with living cells and 
tissues of the organism.

Nanoparticles can increase the selectivity of drug action, its dissolution rate, 
adsorption. and bioaccessibility. The selectivity at the delivery appears due to 
specific interaction with certain tissues. Nanoparticles are capable of decreasing 
the lifetime of small peptides and nucleic acids and affect the prolongation of 
the pharmacological action.

However, new side effects may be associated with the nanoparticles. Phar-
macokinetic profiles of original drugs usually differed from those of their 
nanoencapsulated forms. When using nanoparticles, it is necessary to simul-
taneously monitor the positive and the negative effects of the reaction kinetics. 
The kinetic studies is the main criterion of taking into account the effects of 
size, charge, shape, and the surface and chemical properties that appeared when 
drugs consisting of nanoparticles encapsulated into liposomes or other carriers 
are used.132 The major problem of the use of nanoparticles is ensuring their 
interaction with the target cell.

Different strategies of how to use nanoparticles for improving the 
 accessibility of drugs are being developed.

However, besides hypothermia, none of the methods reached the step of 
preclinical trials.

As was mentioned above, the main direction of the use of drugs in medicine 
is their therapeutic effect. This problem is achieved by the drug delivery to the 
diseased organ. Liposomes and polymer-based drugs also lie in the basis of 
nanotechnologies. Moreover, new methods of drug delivery should be found, 
and the mechanisms that determine the drug interaction with cells and tissues 
should be explained. The use of nanoparticles and the peculiarities of their 
delivery to cancer cells were shown.133 The size of nanoparticles was shown to 
play the leading role in their application. Rigid spherical particles measuring 
100–200 nm were assumed to be suitable for long-term circulation being suf-
ficiently large to avoid absorption by liver and simultaneously sufficiently small 
to avoid filtration by spleen.

The synthesis of aspheric and/or labile particles can substantially extend the 
circulation time of particles in vivo.132

The mentioned peculiarities are also reflected in the interaction of particles 
with liver and spleen, especially is those cases where the size variations along 
one dimension are operative and the particle shape is important.132 The effect of 
particle morphology is still unclear.

In addition to the shape and the size of nanoparticles, their surface proper-
ties are important for their pharmacologic applications. The chemical properties 
of surfaces affect strongly the state of blood. Moreover, upon reaching the cell 
surface, a ligand binds selectively with the surface of the cell receptor and thus 
is incorporated into the system of the resulting nanoparticle. For an organelle as 
the target, the analogous phenomena were also observed.132
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At present, the interests of nanotechnologies are shifted to the fields of 
biochemistry and medicine. Three main directions of the active use of metal 
nanoparticles in medicine can be specified.134

Firstly, it is the diagnosis of diseases in early stages and, in prospect, at 
the level of pathologies of individual cell. It was possible to identify proteins 
in blood serum, distinguish different bacterial strains, and differentiate healthy 
and cancerous cells.135 The technology is based on 2 nm-core gold nanopar-
ticles that could form complexes with different fluorophores. Under the effect 
of appropriate substances, these complexes are disrupted and fluorescence is 
observed.

Yet another example is nanoparticles with discrete absorption spectra. 
Following special treatment, they can be used for cellular labeling (for details, 
see Ref. 136). The targeted delivery of nanoparticles was achieved due to their 
 conjugation with peptides or antibodies.

The second direction is the targeted drug delivery to injured tissues. Nano-
technologies assist in solving this problem, which, in turn, allows reduction of 
the drug doses, enhancement of their therapeutic effect, and increase in their 
safety.137

Drug delivery can become more efficient, provided nanoparticles are tagged 
with antibodies or other recognizing elements that enable highly selective bind-
ing of nanoparticles to antigens expressed on the surfaces of injured cells.

The exhaustive information on the use of nanotechnologies in oncology can 
be found in several reviews.138–140

It was shown141 that metal-organic frameworks, a new class of hybrid mate-
rials composed of metal ions bound with one another by an organic ligand, can 
serve as drug carriers. Such systems are capable of biodegradation.

The third direction concerns the regenerative medicine. The latter is aimed at 
mobilizing the inherent properties of an organism for exerting control over such 
diseases as diabetes, osteoarthritis, and injuries of the cardiac muscle and the cen-
tral nervous system. The fundamental principle of regenerative medicine is that 
the biocompatible materials and the signal drug molecules capable of initiating 
regenerative processes at the cell level can be delivered to the affected regions.

The regenerative medicine also embraces the trend in nanotechnology that 
is being actively developed, now aimed at imparting new physicochemical and 
therapeutic properties to the drugs used. Among the possible approaches to 
solving this problem is the synthesis and the investigations of properties of new 
polymorphic modifications of molecular crystals.142

9.4 CONCLUSION

The performed analysis of organic nanoparticles and materials on their basis 
allowed certain conclusions and generalizations to be drawn. It deserves special 
mention that all the methods of producing organic nanoparticles cited in this 
chapter require further development and improvement. First of all, the problems 
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of stabilizing organic nanoparticles, enhancing the efficiency of the methods 
of their fabrication, and reducing their cost should be solved. In the industry, 
the only method used so far is the manufacturing of organic suspensions by the 
mechanical grinding, which is utilized by many companies. The other methods 
analyzed in this chapter have not yet reached the industrial level. In the field of 
chemistry of organic nanoparticles, the studies are now aimed at accumulation 
of experimental data.

In this chapter, we have demonstrated that stable crystalline organic 
nanoparticles of various sizes and structures different from those of the original 
substances can be pro duced from solutions or the gas phase containing the 
original substances in the molecular state. We believe that the possibility of their 
formations largely depends on the size of the single crystals that appear in the 
liquid or gas phases under certain conditions. For organic nanoparticles, the size 
effect is of the structural-molecular nature and manifested itself to the greatest 
extent in organic nanocrystals.

The following top-priority problems can be pointed out for studying and 
using organic nanoparticles:

	l	 	the extension of the range of organic compounds of different classes, capable 
of serving as the precursors of nanoparticles;

	l	 	the elucidation of experimental criteria and widening of the methods of prepa-
ration of organic nanoparticles and the elucidation of the relationship between 
the chemical activity and the size of organic nanoparticles;

	l	 	the analysis of the size, shape, and stability of nanoparticles, the trend to retain 
or change their properties, for example, spectral, in solutions, colloidal disper-
sions and in the crystalline state;

	l	 	the development of theoretical concepts on the size effect of organic nanopar-
ticles on their spectral properties, based on the changes in the rigidity and 
elasticity of the crystal structures of organic compounds and the concomitant 
changes in the hierarchy of intermolecular interactions;

	l	 	the extension of the application field of organic nanoparticles in such fields as 
pharmaceutics, green chemistry, electronics, and optoelectronics.

The solution of mentioned problems will favor the origination and the 
 development of organic nanochemistry.
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The experimental results on the reactions of atoms, clusters, and nanoparticles 
formed by various elements of the periodic table make it possible to formulate 
the following definition: the size effects in chemistry represent a phenomenon 
that manifests itself in the qualitative changes in physicochemical properties 
and reactivity, depending on the number of atoms or molecules in a particle, 
and takes place in a range of less than 100 atomic/molecular diameters. The 
development of studies in nanochemistry will allow the above definition to be 
refined.

Nowadays, it is evident that it is the size effects that distinguish nanochem-
istry from chemical reactions occurring under ordinary conditions.

It is a practice to distinguish two types of size effects, namely, the intrinsic or 
internal effects and the external effects. The former effects are associated with 
specific changes in the bulk and surface properties of both individual particles 
and assemblies formed as a result of self-organization of particles. An exter-
nal effect is a size-dependent answer to the action of an external field or some 
forces independent of the internal effect.

The experiments dealing with internal size effects are directed at solving 
the problems associated with electronic and structural properties of clusters. 
These properties are the chemical activity, the binding energy between atoms in 
a particle and between particles, and the crystallographic structure. The  melting 
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point and optical properties can also be considered as the functions of the 
particle size and geometry. The dependence of the spatial arrangement of elec-
tron levels is termed as a quantum-size effect.

10.1 MODELS OF REACTIONS OF METAL ATOMS 
IN MATRICES

The first description of argon-matrix-isolated metal clusters of the Mx stoi-
chiometry was carried out by the Monte Carlo method. A comparison with 
experimental results has shown that in matrices, metal aggregates are formed 
in excessive amounts, which may exceed the statistical estimates by factors 10 
and 1000.1

In a system of consecutive and parallel reactions, which involve interac-
tions of metal atoms, dimers, trimers, and more complicated particles with 
ligands in low-temperature co-condensates, complex processes occur. Upon a 
collision with a cooled surface, a metal atom or a ligand molecule can retain 
their mobility in the upper layer of co-condensate for a certain time. In this 
mobile layer, the gradients of temperature and concentration can exist. It is 
assumed that such systems can be modeled by a great number of layers from 
1 to n, where the first layer is the co-condensate surface. On freezing out, it 
becomes the second layer, in which metal atoms and ligand molecules lose 
their mobility.

In the first approximation, the kinetics of such diffusion-limited processes 
can be described by two constants kM and kL.1 The following two models 
were considered: a quenching model and a steady-state model. For the metal 
(M)–ligand (L) scheme, a system of differential equations was written and 
numerically solved. In the quenching model, it is assumed that all reactions 
run in a time τq, after which they were immediately frozen out. This means 
that rate constants of individual stages are changed for an invariant average 
rate constant.

In the steady-state model, it is assumed that a sample is constantly deposited 
and frozen out for a sufficiently long time so that a steady state can be estab-
lished in the mobile zone, when dL/dM = dM/dt = 0. In this case, the system of 
differential equations is modified by adding the terms, which take into account 
the rates of condensation and freezing out of metal and ligand.

When processing the experimental results with the aim of finding the ratio 
of different particles, we come up against a problem associated with the fact 
that the assumptions laid on the basis of these models do not allow to determine 
separately kM and τq or kL and τq. In the quenching model, it is the product of 
these values that enters into the equations, while in the steady-state model, kM 
and kL are divided by the freezing rate.

A comparison of the models with experimental results was carried out for 
low and high metal concentrations by the example of nickel interaction with 
nitrogen and carbon monoxide molecules. The following sequence of reactions 
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that occur in the presence of an excessive ligand amount was considered most 
comprehensively:

kL kL kL kL

M   ML ML2 ML3 ML4

L L L L

Solution of the system of differential equations allowed the ratio [ML]/
[ML2]/[ML3]/[ML4] to be found and compared with experimental results. Table 
10.1 shows the results for systems Ni–CO–Ar and Ni–N2–Ar, which were found 
based on the quenching model.

Experimental data were obtained by analyzing the IR spectra for the system 
with a ratio CO/Ar = 1:50 and a metal content of no less than 1%. In calcu-
lations, the values kLτq ≈ 50 and [L] ≈ 2 × 10−2 were used. The results for the 
Ni–N2–Ar system were taken from Ref. 2.

As seen from Table 10.1, the agreement with experimental data can be con-
sidered as adequate for the Ni–CO–Ar system and satisfactory for the Ni–N2–Ar 
system.

The quenching model was applied for analyzing the Ni–CO–Ar system at 
high metal concentrations. Figure 10.1 compares experimental results3 with cal-
culations. The agreement of results was satisfactory, as noted by the authors.1 
Processing of experimental data in terms of the steady-state model yielded less 
satisfactory agreement with experiments.

The development of more sophisticated models for analyzing the chemical 
reactions, which involve metal particles of different sizes and occur at low tem-
peratures, including those in argon matrices, is complicated by theoretical and 
experimental factors. The latter are associated with different ways of sample 
synthesis and different states of solids.

When using the matrix isolation method and various techniques of prepara-
tive chemistry, scientists are striving to eliminate the interfering chemical reac-
tions, which can involve different-sized particles. The analysis of examples in 
other chapters shows that to date, the mainstream of the research on size effects 
in chemistry has shifted to the gas phase.

TABLE 10.1 Comparison of Experimental Data and Those Calculated in 
Terms of the Quenching Model

System/ratio

Ni–CO–Ar Ni–N2–Ar

ML ML2 ML3 ML4 ML ML2 ML3 ML4

Experiment 1 0.55 0.17 0.05 1 0.816 0.577 0.167

Calculation 1 0.53 0.18 0.06 1 0.8 0.43 0.24
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10.2 MELTING POINT

The variations in the melting points of metals as a function of the particle size 
werer apparently among the first effects that attracted attention of many scien-
tists. With a decrease in the size, the melting point can be reduced by several 
hundred degrees. Thus, for gold, the melting point decreased by 1000° with a 
transition from the compact metal that melts at 1340 K to 2 nm particles.4 For 
the first time, the problem of the melting point versus particle size dependence 
came to light when studying Pb, Sn, and Bi particles by electron diffraction 
technique.5

The melting point marks the transition between solid and liquid phases. At 
this temperature, a solid-phase crystalline structure disappears giving way to a 
disordered liquid state. A strong decrease in the melting point with the size of 
metal particles can be reflected in their activity and selectivity. Indeed, as shown 
in certain examples above, recently a high reactivity of nanosize gold parti-
cles was discovered. Gold was never used earlier in electrocatalysis; however, 
quite a number of chemical reactions have been carried out on its nanoparticles. 
Gold nanoparticles were active in low-temperature combustion, hydrocarbon 
oxidation, hydrogenation of unsaturated compounds, and reduction of nitrogen 
oxides.6

The dependence of the melting point on the metal particle size was consid-
ered within the framework of two models. One of them employed the concepts 
of thermodynamics, while the other considered atomic vibrations.

From the standpoint of thermodynamics, a transition from the solid to 
the liquid state with an increase in the temperature starts with the appearance 
of an infinitely small liquid layer on the nanoparticle surface, while its core 
remains solid. Such a melting is caused by the surface tension, which reflects 
the  liquid–solid interactions and the changes in the system’s energy. The size 

FIGURE 10.1 Distribution of products in Ni–CO–Ar system with a high metal content: (a) exper-
imental results, (b) calculations: (1) Ni2CO, (2) Ni3CO, (3) Ni2(CO)2, and (4) Ni(CO)2.1
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dependence of the gold melting point was described for the sizes up to 2 nm.4 
For this purpose, two phenomenological models were used. The first model 
considered the equilibrium in a system formed by a solid particle, a liquid par-
ticle of equal mass, and their saturated vapors. The second model assumed the 
preliminary existence of a liquid layer around a solid particle and the equi-
librium in such a system in the presence of a vapor phase. Both models agree 
with experimental results. A thermodynamic description of the melting point 
versus particle size dependence was given.7,8 The peculiarities of thermody-
namic approaches to the melting point versus the particle size dependence were 
considered in a review.9

A highly sensitive thin-film scanning calorimeter was used for studying the 
melting point versus size dependence for indium films 0.1–10-nm thick, depos-
ited on the silicon nitride surface. In-depth studies of the initial step of film 
formation allowed a periodicity in the melting-point behavior to be observed, 
which was associated with the necessity of the formation of a coating consisting 
of a “magic” number of atoms.10 By employing a calorimeter, the dependence 
of the melting-point decrease on the film thickness was observed and discussed 
in terms of classical thermodynamics.

The dependence of the melting point of metal nanoparticles on their size 
was also interpreted on the basis of the criteria put forward by Lindemann11 
and developed by other authors.12 According to the concepts of Lindemann, 
a crystal melts when the root-mean-square (standard) deviation d of atoms in 
the crystal exceeds the average interatomic distance a, namely, δ/a ≥ const. 
An increase in the temperature leads to an increase in the amplitude of vibra-
tions. At a certain temperature, the latter becomes too wide and initiates the 
destruction of the crystal lattice, which results in the fusion of the solid. The 
surface atoms are more weakly bound, which under real conditions can result 
in their wider oscillations as compared with the atoms in the bulk at the same 
temperature. This effect can be described in terms of standard deviations of 
surface atoms δs and bulk atoms δv, namely α = δs/δv, where parameter α takes 
the values from two to four. The share of surface atoms in a 3-nm spheri-
cal nanoparticle reaches approximately 50%, and their vibrations strongly 
affect the Lindemann criterion. This approach was used in describing the size 
dependence of the melting point of nanoparticles without invoking any ther-
modynamic notions.

A model, which considers the decrease in the nanoparticle temperature with 
a decrease in their size, was developed.12 The following equation was proposed 
for the description of nanoparticle properties:

 
Tm (r)

Tm (∞)
= exp

[
− (α − 1)

(
r

3h
− 1

)− 1
]
 (10.1)

where Tm(r) and Tm (∞) are the melting points of a nanocrystal and a compact 
metal, respectively and h is the height of an atomic monolayer in a crystal.
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Eq. (10.1) can be used for predicting the lowering of a crystal’s melting point, 
provided that the parameter a, which is usually found from the corresponding 
experimental data, is known. Figure 10.2 shows the size versus  melting point 

FIGURE 10.2 Dependence of gold melting point on the particle size; points indicate experimental 
data; solid lines are calculated using Eq. (10.1) for α = 1.6, h = 0.204 nm.4,12

FIGURE 10.3 Dependence of indium melting point on the particle size; points indicate experi-
mental data; solid lines are calculated using Eq. (10.1): (1) indium in aluminum matrix, α = 0.57; 
(2–4) indium in iron matrix, α = 2.0, 3.03, 4.04, respectively.12
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dependence found for gold nanoparticles.12 As seen from the figure, Eq. (10.1) 
adequately describes the experimental data.4

Certain nanocrystalline particles represent materials in which one metal is 
incorporated into another. For such particles, in contrast to compact materials, 
the melting point can both decrease and increase with the particle size. Figure 10.3 
shows the results obtained for indium.12 When indium nanocrystals are incor-
porated into iron, the melting point of particles decreases; however, their incor-
poration into aluminum increases the melting point. In Figure 10.3, both trends 
are shown as the size functions. The fact that Eq. (10.1) can also be applied 
to the cases when the melting point increases with a decrease in the particle 
size, i.e. when the parameter α < 1, deserves mention. According to the equality 
α = δs/δv, this occurs when the amplitudes of atomic oscillations on the surface 
exceed those in the bulk. Such a situation arises when the surface atoms strongly 
interact with the material of the matrix itself. Figure 10.3 confirms the adequate 
agreement with experimental results for this case too.

Thus, it was found that the melting point of free metal nanoparticles always 
decreases with a decrease in the particle size. For systems built of metallic 
matrices with incorporated nanoparticles of a foreign metal, the melting point 
can both decrease and increase with a decrease in the particle size. The cor-
responding experiments were carried out in high vacuum in the absence of sta-
bilizing agents. For nanochemistry, it is of great importance to find the answer 
to the question of how the size of ligand-stabilized metal particles affects their 
melting point.

10.3 OPTICAL SPECTRA

The dependence of the energy properties of nanoparticles of metals and semi-
conductors on their size has been analyzed.13

For metals, the appearance of size-dependent metallic properties is an 
important feature. Thus, for mercury clusters, a gradual metal–insulator transi-
tion takes place between N = 20 and N = 102 atoms. An example of the external 
size effect is the collective electronic or lattice excitation known as the Mie 
resonance.

Quantum-size effects are associated with unusual spectra of electron energy 
levels arranged in a discrete fashion.

With the formation of a dimer, the energy level of an atom splits into two 
components. As the cluster grows, its levels split further and further and finally 
merge together to form a quasi-continuous absorption band of a solid. The bands 
are filled with electrons, the Fermi level appears, and the conduction is observed.

Simultaneously, the ionization potential of atoms and molecules transforms 
into the electron work function of the bulk metal. The splitting of one-electron 
energy levels δE approximately corresponds to the width of a cluster quasiband 
ΔE divided by the number of levels N, i.e. δE = ΔE/N. For metals, the quantity 
ΔE and the Fermi-level energy EF are usually of the same order of magnitude 



282 Nanochemistry

and equal to ca. 5 eV. Hence, in a cluster built of 100 atoms, the energy level 
splits to δE of ca. 50 meV.

The 3s level of an atom is partially involved in both the occupation of the 
conduction band of a solid and the extension of the ionization limit. Moreover, 
the 3p level is involved in a very broad unoccupied band located above EF. The 
optical transitions of sodium atom D-lines between 3s and 3p correspond to the 
transitions between the relevant bands in a solid.

The transition energy is about 1.2 eV; however, the probability of prohibited 
transitions is high. A direct transition between 3s and 3p levels in a sodium 
atom requires energy of about 2.1 eV. Thus, despite being very illustrative, the 
diagrams of energy levels can lead to incorrect interpretation due to their insuf-
ficient periodicity.

In the general case, the interaction of clusters with photons does not result 
in electronic and/or vibrational excitation and can generate decomposition and 
even evaporation of clusters.

The peculiarities of optical spectra of clusters are determined by the oscil-
lator strength. Moreover, the properties of spectra can be divided into those 
associated with single electron and collective excitations.

The collective excitation reflects the oscillating strength of delocalized con-
duction electrons. The resonance phenomena that determine the spectra of small 
and large clusters give rise to collective oscillations of electrons in a cluster. 
The excitation of collective oscillators of conduction electrons is conventionally 
considered as a surface plasmon.

For very fine clusters, a single electron acquires definite significance, while 
the role of collective excitation is still unclear. Moreover, the situation with the 
line broadening and the excitation-amplitude increase is also far from being 
entirely clear.

As a rule, the optical experiments with large clusters were carried out in 
matrices. The interpretation of spectra in such systems is additionally compli-
cated by the interactions between particle–particle and particle–matrix and also 
by the wide size distribution of particles.

Figure 10.4 illustrates the changes in the optical properties at a transition 
from a sodium atom to solid bulk sodium. These properties vary in an intricate 
manner. A sodium atom has a well-separated doublet of D-line with λ = 589.0 
and 589.6 nm (Figure 10.4a). These lines correspond to the transition from the 
ground state 2s1/2 to the first excited states 2p2/3 and 2p1/2. As the cluster grows, 
the individual lines give way to separate wide bands, although the optical  
spectrum still provides certain information on the individual features of its 
structure (Figure 10.4b). The optical spectra of clusters built of 8 sodium atoms 
already demonstrated a broad single line (Figure 10.4c). A similar line is typi-
cal of a cluster consisting of 105–106 atoms. The situation in Figure 10.4d 
corresponds to absorption by a large cluster in a sodium chloride salt matrix.  
If solid sodium forms a film (Figure 10.4e), its visible spectrum is structure 
free. Such a spectrum reflects the optical properties of free electrons in a metal. 
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For sizes intermediate to situations shown in Figure 10.4c and d and also 
Figure 10.4d and e, more complicated spectra are observed. The transitions 
similar to those considered for sodium were observed for silver, lithium, and 
copper.14 Studying silver clusters in light-sensitive glasses has shown that the 
molecular structure disappears with an increase in the collective excitation as 
the cluster grows.

For particles with diameters greater than 10 nm, the permittivity E(ω) cor-
responds to the bulk-metal value and is size-independent. The properties of such 
clusters are considered in terms of classical electrodynamics. In the spectra of 
these clusters, the collective resonance, i.e. surface plasmons, predominates. 
The lagging effect of the electromagnetic field across a particle can shift and 
broaden the resonance with an increase in the particle size. Thus, for large clus-
ters, the size dependence of optical properties is an external size effect.

FIGURE 10.4 Optical properties of sodium atoms, clusters, and nanoparticles: (a) D-line of 
sodium atom, (b) Na3 cluster, (c) Na8 cluster, (d) sodium nanoparticle 2R < 10 nm, (e) thin sodium 
film with thickness of 10 nm.14
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For small clusters, the internal size effect is significant, and the permittivity 
depends on the particle size, i.e. E = E(ω, R). The properties mentioned above 
can be generalized as shown in Table 10.2.

The spectra of real systems are often complicated by the distribution of 
clusters over sizes and shapes. For clusters deposited on different surfaces, the 
nature of the carrier also affects the penetration depth of electromagnetic waves.

The energies of interactions between different metals, which involve equal 
numbers of atoms adsorbed on the same surface, were theoretically compared.15 
Interaction of square planar particles of silver, copper, nickel, and palladium 
with the ideal (0 0 1) MgO surface was studied with the aim of determining the 
bonding between the metal atoms in free samples in terms of the effect exerted 
by the MgO surface on the metal–metal bond. The following order of adsorption 
energy was found: D(Ag4/MgO) < D(Cu4/MgO) ≈ D(Pd4/MgO) < D(Ni4/MgO). 
The series found correlates with calculated binding energies of single atoms of 
the same metals. The binding energy was found to be 0.2–0.5 eV per atom. An 
intricate competition between the metal–metal and metal–oxygen bonds, which 
depended on the nature of the metal, was observed. It remained unclear whether 
these results can be extrapolated to larger particles of the same transition metals 
formed in the course of the interaction between the metal and the oxide surface.

The internal size effect can arise for different reasons and reflect certain 
changes in the cluster structure, e.g. its transition to the icosahedral structure. 
The appearance of a size effect can also be caused by the influence of the sur-
face, which leads to an increase in electron localization and produces changes in 
the coordination number. The changes in the cluster properties concern the dis-
tances between the nearest “neighbors.” For instance, this distance is 0.210 nm 
in Ag2, 0.253 nm in Au2, and 0.325 nm in the corresponding compact metals.14

The permittivity is defined as the average microscopic polarizability in clus-
ters. It can change owing to the limited volume of averaging, the presence of a 
surface, a nonuniform charge density, local polarizability, etc. In aggregate, the 
properties mentioned above points to the changes in the atomic and electronic 
structures of a cluster and gives rise to size-dependent optical spectra.

Recently, new ligands, namely alkyl and aryl derivatives of carbodithioic 
acids (R–C(S)SH), were proposed for imparting different functional properties to 

TABLE 10.2 The Dependence of Size Effect and Permittivity on the 
Particle Radius R

Cluster radius R ≤ 10 nm R > 10 nm

Electrodynamic theory Mie Independent of R f(R)

Optical properties of the material ε = ε (R) Independent of R

Size effect Internal External
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CdSe nanoparticles.16 Their main advantages are the easiness of their exchange 
for phosphines, stability to photooxidation, and a possibility of grafting various 
molecules, e.g. an electroactive aniline tetramer.

The size dependence of optical properties of semiconductor nanocrystals 
opened up a possibility of using them as new building blocks in optoelectron-
ics and bioengineering.17–19 In turn, this stimulated the studies on synthesizing 
nanoscale semiconductors with controlled sizes. Thus, the preparation of CdS20 
and also the synthesis of CdTe were described.21 Moreover, the methods for reg-
ulating the size and optical properties of semiconductor nanocrystals by either 
creating inorganic shells or doping were developed.22–24 The optical properties 
of semiconductors could also be changed by compensating the surface defects 
with specially introduced organic molecules.25 Recently, the kinetic control 
over optical properties of 3.3-nm CdTe nanocrystals was exerted by modifying 
their surfaces with 1-decanethiol.26

Figure 10.5 shows how the optical properties of CdSe particles depend on 
their size. As seen from Figure 10.5a, the absorption band of CdSe nanoparticles 
shifts to short wavelength region with the increase in their size. The dependence 
of the energy in the absorption band maximum on the radius of CdSe nanopar-
ticles, which was calculated based on the data in Figure 10.5a and is shown in 
Figure 10.5b, is well approximated as 1/R2.

Recombination of light-induced charges gives rise to luminescence of 
nanoparticles, which is accompanied by a short wavelength shift with a decrease 
in the particle size (Figure 10.5c). The inverse problem, namely, the determina-
tion of the particle size from its spectrum has not yet been solved. This requires 
further development of the theory. However, the studies in which the plasmon-
line width versus particle-size dependence were observed, using SEM, and 
electron spectroscopy techniques have already appeared.27 Figure 10.6 shows 
such dependence for silver particles. As can be seen, the plasmon-line width is 
minimum for large particles and maximum for small particles.

The nanoparticle properties depend on an effect associated with the bond-
length decrease. As a rule, in metal clusters, the interatomic distances are shorter 
as compared with compact metals. This effect, expressed as ΔR/R, where R is 
the particle radius, is more pronounced for small particles. Thus, in rhodium 
clusters, ΔR/R is 17% for Rh2, 10.9% for Rh3, 7.4% for Rh4, and 4.0% for 
Rh12.28 The particle size effect on the average bond length was calculated for 
nickel, and a decrease in the lattice parameter with a decrease in the particle size 
was predicted for palladium.29

While the STM examination provides information on the superficial struc-
ture of particles, their internal structure, particularly, the size dependence of 
the lattice parameter, was studied based on the results of high-resolution TEM. 
Figure 10.7 shows the dependence of the lattice parameter on the size of plati-
num particles.30 As can be seen, the interatomic distance keeps shortening with 
a decrease in the particle size. For a 1-nm particle, this distance amounts to 
90% of its value in compact platinum. On the other hand, for 3-nm particles, 
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FIGURE 10.5 The effect of the size of semiconductor nanoparticles on their optical properties: 
(a) absorption spectra of CdSe nanoparticles of different size R (nm): (1) 2.1, (2) 2.2, (3) 2.7, (4) 3, 
(5) 4; (b) dependence of energy of maximum absorption of CdSe nanoparticles on their radii; (c) 
luminescence spectra of colloid CdSe nanoparticles in acetonitrile, R (nm): (1) 2.5, (2) 3.3, (3) 3.7, 
(4) 4.2.50
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the lattice parameter approaches its value in the compact metal. Similar effects 
were observed for tantalum31 and palladium32 particles on thin aluminum films.

Strong size-induced changes in the lattice parameter should affect the 
chemical activity of nanoparticles. For reacting systems, the diffusion between  
particles and their interatomic distances are of no less importance than the par-
ticle size and morphology and should also be controlled.

10.4 KINETIC PECULIARITIES OF CHEMICAL PROCESSES ON 
THE SURFACE OF NANOPARTICLES

Surface reactions are of prime importance for the behavior of particles and 
their stabilization. For reagents adsorbed on the surface of nanoparticles, a 

FIGURE 10.6 Dependence of the plasmon-line width of silver particles on their size.27

FIGURE 10.7 Lattice constant and interatomic distances for platinum particles on Al2O3–NiAl 
(110) as a function of size. Horizontal lines indicate the length and width of particles, vertical lines 
indicate the experimental error.30
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chemical reaction can no longer be considered as a process in an infinite vol-
ume with a constant average density (concentration) of molecules. This is 
due to the fact that the nanoparticle size is small and commensurable with the 
size of the reacting species. In such systems, the kinetics of the bimolecular 
chemical reactions correspond to the kinetics in a limited volume and differ 
from the classical case.

Classical kinetics ignores fluctuations in reagent concentrations. Nanopar-
ticles that contain small numbers of reacting molecules are characterized by 
comparatively wide variations in the number of reagents. This factor leads to a 
discord between the time variations in the reagent concentrations on different-
sized particles and hence their different reactivity, which is dependent on the 
particle size.

For macroscopic samples, the general kinetic law is derived by averaging 
the kinetics over all nanoparticles. The description of processes in such systems 
employs a stochastic approach that, in place of concentrations, operates with the 
number of reagent molecules, which is a random value determined by statistical 
fluctuations in the number of the reacting species.33

The reactions that involve few molecules are usually diffusion controlled. 
It is assumed that they can be characterized by a rate constant similar for all 
reagent pairs. Based on this assumption, the kinetics of superficial bimolecular 
reactions was analyzed. For a reaction A + A → C, the kinetics of reagent loss was 
described by the following equation:

 

N (t)

N (0)
=

∞∑
n = 1

Bn exp

[
−

1

2
n (n − 1) kt

]

 

where N(t) and N(0) are the current and initial concentrations of reagents on the 
surface of nanoparticles, which are averaged over a sample containing a macro-
scopic number of nanoparticles, and Bn is a complex function. In deriving this 
equation, an assumption on the equality of the rate constants k for all reagent 
pairs was employed. This assumption and, hence, the equation itself are appli-
cable only for nanoparticles with sizes exceeding the size of reagent species at 
least by an order of magnitude.

For describing the kinetics of processes on the surface of nanoparticles, 
the Monte Carlo method was used.33 This method allows solving the math-
ematical problems by simulating random processes and events. In fact, it 
employs the apparatus of the probability theory for solving the applied prob-
lems by means of a computer. The number of reagent species on the surface 
of each nanoparticle is small; hence, calculations are not too cumbersome. In 
calculations, the parameters of the process under study are selected in such 
a way as to obtain the best agreement of the calculated and experimental 
results.

The kinetics of adsorption, accommodation of adsorbents, and their migra-
tion over the surface to form clusters were analyzed.34 The kinetics of nanosize 
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catalysts35 and the kinetics of oriented aggregation of nanocrystals36 were also 
described.

Studies of the ligand exchange played an important role in understand-
ing the processes of stabilization of metal particles by various ligands and 
in assessing the reactivity of resulting particles. These processes were stud-
ied by the example of gold nanoparticles.37,38 Attention was focused on the 
dependence of the exchange processes on the ligand nature, the size of stabi-
lized metal particles, and their charge. The gold particle core size was found 
to affect the electrochemical and spectroscopic properties of the stabilizing 
ligands.39–41

The kinetics of exchange reactions was studied by the example of gold 
nanoparticles.37,42,43 It was found that the vertex and edge sites of the surface 
of gold nanoparticle exhibit higher kinetic reactivity as compared with the ter-
race-like core surface sites. NMR studies of ligand-exchange processes were 
carried out for different-sized gold nanoparticles stabilized by monolayers of 
phenylethanthiol, which was exchanged for para-substituted arylthiols p-X-
PhSH, where X = NO2, Br, CH3, OCH3, and OH. The second-order exchange 
rate constant for an Au38(ligand)24 particle was found to be very close to the cor-
responding constant of a larger Au140(ligand)53 particle, i.e. the chemical reac-
tivity of different-sized particles was virtually identical in the initial segments 
of the kinetic curves.43 Different numbers of defects on the terrace sites present 
on Au38 and Au140 particles resulted in different exchange rates for later stages. 
The reaction of 2.6-nm gold particles protected by the ligands with spin-labeled 
disulfides was studied by EPR technique.44,45

Based on the results discussed, we can conclude that there are substantial 
differences in the kinetic behavior of limited small-size systems and unlim-
ited systems. This field of contemporary chemistry needs to be developed 
further.

10.5 THERMODYNAMIC FEATURES OF NANOPARTICLES

In nanoparticles, a substantial number of atoms pertain to the surface and their 
ratio increases with a decrease in the particle size. Correspondingly, the contri-
bution of surface atoms to the nanocrystal energy increases.

The surface energy of a liquid is always lower than the surface energy of a 
corresponding crystal. A decrease in the nanoparticle size increases the share 
of surface energy and, hence, reduces the Tm of nanocrystals. As shown experi-
mentally, this reduction can be very substantial.

The changes in the nanoparticle sizes determine other thermodynamic prop-
erties. The vacancy concentration increases with a decrease in the nanoparticle 
size (by a vacancy is meant a substitution for an atom in the lattice site). With 
a decrease in the particle size, the temperatures of polymorphous transitions 
and the lattice parameters decrease, while the compressibility and solubility 
increase.
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Now, we illustrate the effect of size factors on the shift of the chemical equi-
librium. According to chemical thermodynamics, the equilibrium in the transi-
tion from initial reagents Ai to products Bj can be written as follows:

 
∑

i

υiAi =
∑

j

μjBj (10.2)

where υi and µj are the corresponding stoichiometric coefficients.
The equilibrium constant at the fixed pressure and temperature is related to 

the changes in the isobaric potential by the following equation:

 − kT lnKp = ΔG0 (10.3)

In the standard state, ΔG0 is expressed by an equation

 ΔG0 =
∑

j

μjG
0
Bj

−
∑

υiG
0
Ai

= G0
f − G0

in (10.4)

Changes in ΔG0 are expressed as the changes in the standard enthalpy and 
entropy by the following equation:

 ΔG0 = ΔH0 − TΔS0 (10.5)

Reference sources provide ΔH0 and ΔS0 values only for compact substances.
The use of highly dispersed particles can further shift the equilibrium in a 

system. Theoretical studies in thermodynamics of small particles and experi-
mental research showed that the particle size is an active thermodynamic 
variable, which together with other thermodynamic variables determines the 
system’s state.

The size seems to play the role of the temperature. This fact can be used for 
reactions, the equilibrium of which is shifted to the initial reagents. In this case, 
if the total free energy G0

in of initial reagents is lower than G0
f  and then ΔG0 > 0, 

the reaction proceeds.
The participation of nanoparticles can change the situation. The Gibbs 

potential of a dispersed reagent differs from its standard value in the compact 
phase. Dispersing of a reagent i, causes the following changes:34

 δGi =
2

3

A

Na

σiFi

ρiVi

− kT (CR − C∞) =
A

ρiNA

2σ
Ri

− kT (CR − C∞) (10.6)

where s is the surface tension, F the surface area, V the volume of a dispersed 
particle, CR = C∞exp (2σ / R ΔV / kT) the relative number of vacancies per atom, 
R the particle radius, ΔV the volume change at a substitution of a vacancy for 
an atom in the lattice site, C∞ the concentration of vacancies in the bulk, A the 
atomic mass, and NA the Avogadro number.

In Eq. (10.6), the first term reflects the contribution of the surface energy 
and the second term corresponds to the contribution of the vacancies. If the 
final product is dispersed, the Gibbs potential also shifts according to Eq. (10.6).
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A change in the isobaric potential ΔG = Gin − Gf for reaction (10.2) with the 
participation of dispersed reagents can be written as follows:

 ΔG = ΔG0 +
∑

j

μjδGj −
∑

i

υi δGi (10.7)

where summation is carried out over dispersed reagents. The reaction is pos-
sible if Gin exceeds Gf, i.e. ΔG < 0, as illustrated by the following scheme:

By substituting Eq. (10.6) into Eq. (10.7) and, then, Eq. (10.7) into Eq. 
(10.3), we obtain an expression for the equilibrium constant Keq:

Keq K∞
eq exp

i
υi

j
µj k

1
T i

υi (Ci
R Ci

∞)

j
µj (C j

R
C j

R
)

σjAj

ρjRj

σiAi

ρiRi

2
NA

In this equation, K∞
eq is the constant of a massive sample determined by 

Eq. (10.3). The radius Ri characterizes the size effect. Estimates of δGi for par-
ticles with R < 103 Å produced values in a range of 0.1–1.0 eV per atom. The 
quantities obtained mean that dispersion can initiate chemical reactions with 
such a barrier.

Interesting size-dependent thermodynamic peculiarities were revealed in 
studying the effect of pH on the behavior of cadmium chalcogenide nano-
crystals coated with thiolates (deprotonated thiols).46 The kinetic stability of 
small semiconductor nanocrystals in solutions was provided by their ligand 
coatings.

Such typical ligands as thiolates are Lewis bases, while the nanocrystal sur-
face is positively charged, which is typical of Lewis acids. Their interaction 
represents a specific coordination in a nanocrystal–ligand complex. Dissocia-
tion of this complex with a decrease in solution pH can be considered as titra-
tion, which is characterized by a certain constant and free energy. The process is 
limited by slow diffusion of hydrogen atoms through the stabilizing ligand layer 
and can be likened to pseudosteady-state titration.46

Study of the effect of pH on CdS, CdSe, and CdTe nanocrystals stabilized 
with 3-mercapto-1-propanethiol has shown that at certain pH semiconduc-
tor crystals precipitate. Their relative stability decreases with an increase in 



292 Nanochemistry

hydrogen ion concentration, while the stability of complexes increases with a 
decrease in the crystal size. For CdSe crystals measuring 2.8 nm, a possibility 
of redispersing the nanocrystal precipitate was demonstrated,46 although this 
process occurred with substantial hysteresis. Considering the example of CdSe, 
the equilibrium precipitation can be expressed as

 (CdSe)n − Lm + mH + ↔
(
(CdSe)n

)m + + mHL Keq (10.8)

where ((CdSe)n)m+ and (CdSe)n − Lm designate ligand-free and ligand-coated 
nanocrystals, respectively. The positive charge on a ligand-free crystal should 
be compensated by a negative charge of the acid counter ions used for titration. 
Keq is the equilibrium constant. Equilibrium (10.8) can be expressed by the fol-
lowing equations:

 HL ↔ H + + L − Ka (10.9)

 
(
(CdSe)n

)m++ mL − ↔ (CdSe)n − Lm (Ks)
m (10.10)

Equation (10.10) describes the formation of a nanocrystal–ligand complex. 
Based on the experimental results, it was assumed that the constant Ks corre-
sponds to the binding energy of all surface atoms of cadmium with deprotonated 
thiol ligands.

This assumption allows us to express Ks as

 (Ks)
m = 1/[(Ka)

mKeq (10.11)

and

 Ks = 1/[K1 / m
eq (Ka) (10.12)

Equation (10.8) can be written as follows:

 Keq=
{

[HL]m[((CdSe)n)m+]
}

/
{

[(CdSe)n − Lm]([H+]eq)m} (10.13)

Combining Eqs. (10.12) and (10.13), we obtain

 Ks =
{

[(CdSe)n − Lm]1/m[H+]eq

}
/
{

[HL][((CdSe)n)n+]1/m Ka
}
 (10.14)

In Eq. (10.14), all concentrations except [H+]eq can be eliminated. This sys-
tem is remarkable because the process is independent of both nanocrystal and 
ligand concentrations. Hence, Eq. (10.14) can be reduced to

 Ks = [H + ]eq / Ka  (10.15)

Equation (7.15) makes it possible to assess the Gibbs free energy as the 
energy of the formation of a crystal–ligand bond (ΔrG0)

 ΔrG
0 = − RT lnKs = − RT ln([H + ]eq / Ka) (10.16)
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Free energy values calculated from Eq. (10.16) depended on the size of the 
studied particles. The energy values calculated for semiconductors are simi-
lar to those obtained for thiol-stabilized gold particles.47 No theoretical models 
have yet been calculated for this system; moreover, they may turn out to be 
more complicated than a relatively simple model based on the interaction of a 
negatively charged ligand with a positively charged core. First, the quantitative  
estimates of surface and interface energies of nanocrystals are necessary.48 
Moreover, thermodynamics should be corrected for size effects.9

Thermodynamic peculiarities of nanoparticles were analyzed in detail in 
reviews.9,49

In conclusion, we note once again that the main scope of nanochemistry is to 
study the size effects and reveal the relationship between the number of atoms 
taking part in a reaction and the resulting qualitative chemical changes. Size, 
shape, and organization of metal particles in the nanosize range directly deter-
mine the chemical activity of systems, the stability and properties of materials 
synthesized, and the advantages of their application in nanochemistry.

Specific heats are also affected by crystallite sizes. For example, palladium 
and copper nanocrystals (size determined by XRD line broadening) were pressed 
into pellets and specific heats determined using a differential scanning calorim-
eter, over a temperature range of 150–300 K. Both metals showed enhanced spe-
cific heats over normal polycrystalline pressed metal samples. For palladium, 
this enhancement was between 30 and 50%, while for copper about 10%.51

Several other reports have verified that nanocrystalline materials have higher 
specific heats, except at very low temperatures.52 However, there is still little 
theoretical understanding. Small sizes, large number of surface atoms, and/or 
effects of grain boundaries must be involved, but early theories are not adequate 
to explain these results—even quantum theories by Einstein and Debye.53,54

10.6 MAGNETIC PROPERTIES

Nanoscale particles exhibit a treasure trove of interesting and useful magnetic 
properties. As an example, a ferromagnetic material, such as iron metal, can 
possess a long-range magnetic order when the single domains have magnetic 
vectors all lined up in the same direction. These single domains are about 14 nm 
for iron metal.55 If one of these domains is so isolated that it has no neighbors, 
this nanoscale particle still has a strong internal magnetic field due to its many 
unpaired d-electrons. Thus, nanoscale magnetic particles are paramagnetic but 
with huge magnetic moments compared to paramagnetic molecules with one 
unpaired electron. They are “superparamagnetic.”

Single domain magnetic particles reverse their magnetization vector via spin 
rotation since there are no domain walls (from neighboring single domains), 
rather than moving domain walls. Therefore, single domain particles have 
higher resistance to field reversal compared with multidomain systems, since it 
is more difficult to rotate the magnetization than to move a domain wall.
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“Coercivity” is the energy needed to reverse the field, Figure 10.8.
Resistance to magnetic field reversal in single-domain particles (coercivity) 

is due to anisotropy, which can be due to particle shape, stress, or crystallinity.
Returning to supermagnetism, if a particle gets very small, thermal energy 

can disrupt or overcome the resistance to magnetic-moment directional change. 
The particle can have a large moment and is free to respond to an applied field. 
An applied field would tend to align this large (or super) moment, but ther-
mal energy would resist the alignment. Two key qualities remain for a super-
paramagnetic system: (1) absence of hysteresis, and (2) magnetic data taken at 
different temperatures superimpose of M vs. H/TO, so supermagnetism is tem-
perature dependent. Thus, there is blocking temperature TB, which is somewhat 
analogous to a Curie temperature for bulk materials.

The largest coercivities generally occur at the single domain size, while for 
small particles, Hc decreases due to thermal activation over the anisotropy barriers.

It can be appreciated that there are many practical uses for nanoscale mag-
netic particles for data storage, memory storage, refrigeration, and more. An 
excellent, more in-depth review is given by Sorensen.55 If more details are 
needed, there are three excellent books available.56–58

10.7 ELECTRICAL/CONDUCTING PROPERTIES

As depicted in Figure 10.9, reduction in size of any substance, metal, semicon-
ductor, or insulator, caused the eventual change from energy bands to orbitals.

FIGURE 10.8 Hysteresis loops exhibited as a variable external magnetic field H (positive to right, 
negative to left) is applied. MS is the generated magnetic field strength of the sample. Coercivity is 
the intersection of the left magnetic line with the H axis, and is expressed as the energy needed to 
move from zone field to the intersection on the H axis (Coercivity = Hc).
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Metals, which are conductors due to their band structure, possessing a con-
duction band only partially occupied by electrons, allow the electrons to move 
with little resistance in all directions for a crystalline sample. Resistance occurs 
when defects, grain boundaries, dislocations, and thermal vibrations (phonons) 
are present.

As metal particles become smaller and smaller, discrete energy levels finally 
dominate, and because of this, Ohm’s Law no longer is valid. Thus, current–
voltage response should change.

To probe this experimentally is quite difficult. A single nanoparticle needs to 
be placed between two very small electrodes, and the data on current vs. voltage 
collected. Nanoparticles are usually protected with an organic ligand, and this 
presents a problem to conductivity studies. Nevertheless, several studies have 
been reported.59–61

Indeed, nanoparticles of gold and palladium do show distinct “Coulomb 
blockades” (quantized behavior). A gold 55 cluster (1.4 nm) showed a Coulomb 
blockade at room temperature, while a larger Pd (17 nm) particle showed Ohm’s 
law behavior at room temperature but quantized behavior at 4.2 K, the low tem-
perature eliminating the most interfering phonons.

The nonconductive ligand coatings on these and other nanoparticles are 
 easily tunneled through by electrons in an excited state. There is a great deal of 
 possible practical uses of such conducting nanoparticle arrays, such as capaci-
tors, semiconductors, batteries, and other devices.62,63
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The use of nanoparticles for synthesizing new ceramic materials, ultradispersed 
powders, and consolidated and hybrid systems was considered in monographs and 
reviews were cited in the previous chapters and also in some recent reviews.1–6 
The detailed consideration of the diverse aspects of nanotechnology in the cited 
studies allows us to focus attention on those directions where the advantages of 
nanochemistry are most evident.

11.1 CATALYSIS ON NANOPARTICLES

The development of new catalysts based on metal nanoparticles continues to 
attract the keen attention of scientists. Methane combustion in air is stable at 
temperatures above 1300 °C. At these temperatures, noxious nitrogen oxides 
evolve and smog is formed. Hence, the quest for new catalysts of methane oxi-
dation is a burning problem. Thus, a new catalytic material that ensures methane 
combustion at 400 °C was described.7 For its synthesis, reversible microemul-
sions based on isooctane, water, and surfactants such as the adducts of polyeth-
ylene oxide with alcohols were used. Salts Ba(OC3H7)2 and Al(OC3H7)3 were 
dissolved in isooctane and mixed with the microemulsion at room temperature. 
The resulting solid crystalline nanosize barium hexaaluminate exhibited high 
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catalytic activity toward methane combustion. Barium hexaaluminate particles 
retained their size and surface area at high temperatures. Moreover, they could 
be additionally modified by cerium, cobalt, manganese, and lanthanum. Modifi-
cation by cerium oxide produced a composite that affords methane combustion 
at temperatures below 400 °C. Syntheses of new catalysts of methane oxidation 
and their characteristics were discussed in detail.8

In aqueous buffer microemulsions AOT–n-heptane, several reactions cata-
lyzed by palladium nanoparticles were carried out. A reaction of N,N-dimethyl-
n-phenylenediamine with Co(NH3)5Cl2+ catalyzed by palladium nanoparticles 
was described.9 In similar microemulsions at pH 5.6, the catalytic oxidation 
of N,N,N′,N′-tetramethyl-n-phenylenediamine by Co(NH3)5Cl2+ was stud-
ied.10 The limiting stage of this reaction was associated with the adsorption of 
n-phenylenediamine on palladium particles with a radius of 2.5 nm, localized 
inside the microemulsion. This conclusion was based on the changes in the 
reaction’s activation energy from 97 kJ/mol at 15 °C to 39 kJ/mol at 40 °C and 
also on the results of electrochemical measurements. The peculiarities of this 
reaction were examined in terms of a microreactor model.

The syntheses of platinum, palladium, rhodium, and iridium nanoparticles and 
their use in the catalytic reactions of hydrogenation of cyclooctene, 1-dodecene, 
and o-chloronitrobenzene were analyzed.11 Metal nanoparticles were stabilized 
by an amphiphilic copolymer of 1-vinylpyrrolidone with acrylic acid (PVP–AA). 
To obtain nanoparticles, the metal salts were reduced with alcohols. The particle 
diameter was 0.74 nm for Ir, 1.93 nm for Rh, 2.2 nm for Pd, and 1.2–2.2 nm for Pt. 
The particle size was determined by electron microscopy.

The introduction of an Ni ion into a catalytic system PVP–AA–Pt increased 
the efficiency of the latter. Hydrogenation of chloronitrobenzene to chloroani-
line at 330 K was carried out with 97.1% selectivity and 100% conversion. The 
introduction of Co2+ and Fe3+ ions reduced the hydrogenation selectivity up to 
78.1 and 72.1%, respectively.

An analysis of the IR spectra showed that ions of nickel, iron, and cobalt 
were not reduced to zero-valence metals under the effect of hydrogen. 
This was associated with the fact that metal ions interacted with two C]O 
groups in a PVP–AA copolymer and with only a single C]O group in poly
(1-vinylpyrrolidone).12

In catalysis, it is necessary to determine the size of the deposited metal par-
ticles and their distributions over sizes and surface areas. Such measurements 
for particles smaller than 2.5 nm induce diffuse scattering, which affects the 
results.13

When using chemisorption for assessing the properties of a catalyst, it is 
necessary to know the prehistory of the catalysts, which could have already 
taken part in reactions and might have contaminated surfaces, and also make 
allowance for the strong interaction of a metal with the carrier. A systematic 
study of a series of catalysts, containing 0.5% palladium particles of average 
diameter about 2 nm deposited on activated carbon, was carried out over a 
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temperature range 573–973 K.14 A combination of X-ray diffraction (XRD), 
small angle X-ray scattering (SAXS), and transmission electron microscopy 
(TEM) made it possible to estimate the effective size of palladium particles and 
to compare it with the results obtained for carbon monoxide chemisorption on 
supported palladium. The agreement of the results obtained by the two methods 
mentioned was observed for a stoichiometric ratio, Pd:CO]2.

A high activity was observed for nanoparticles built of metal cores sur-
rounded by shells.15–18 For electrochemical oxidation of carbon monoxide, gold 
nanoparticles measuring 2 and 5 nm and surrounded by decanethiol molecules 
were used as the catalyst.16 Figure 11.1 illustrates this electrode reaction. The 
application of gold nanoparticles suggests cooperative strengthening of the cat-
alytic activity.

The catalytic oxidation of carbon monoxide was used for air purification, con-
version of automobile combustion gases, and in the technologies of new fuel cells 
based on oxidation of methanol and other hydrocarbons. Fabrication of optimal 
catalysts may involve changing the shape of cores, the structure and properties of 
the molecular shells, the nature of the core–shell bonding that affects the active 
sites, the defect packing, and the collective electronic properties of nanoparticles.

The high catalytic activity of gold nanoparticles deposited on oxides has 
been discussed.19

The role of F-centers was elucidated by considering the example of CO con-
version to CO2 and catalyzed by MgO-supported gold particles with an average 
size of 3.8–4.3 nm.20 It was shown that the concentration of F-centers correlates 
with the catalytic activity, controlling the partial charge transfer from the center to 
a gold cluster. Similar peculiarities were observed for different oxides. Theoreti-
cal estimates of the transferred charge corresponded to 0.15 e for TiO2 supports. 
It was also shown that gold adsorption enhances the activity of titanium oxide, 
promoting the migration of oxygen vacancies.21 For gold particles deposited 

FIGURE 11.1 Catalytic oxidation of carbon monoxide on an assembly of thiol-coated gold par-
ticles on the electrode surface.16
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on highly reduced ordered TiOx films grown on Mo (112), it was shown that 
deeply reduced oxides favor the formation of a strong bonding between Au and 
reduced Ti atoms of the TiOx support, yielding electron-rich Au.22 These stud-
ies are consistent with the theoretical concepts based on the Au/TiO2 system, 
which showed that the changes in the defect site number at the Au/TiO2 inter-
face determines the electronic and catalytic properties of gold particles.23,24

The synthesis of platinum nanoparticles by reduction with alcohols 
involved using poly(N-vinylformaldehyde), poly(N-vinylacetamide), poly
(N-isopropylacrylamide), poly(N-vinylpyrrolidone), and chloroplatinic acid 
(H2PtCl6·6H2O). The synthesized particles had an average size of 2.0–2.5 nm.25 
The stability of the nanoparticles studied depended on the additions of KCl 
and Na2SO4 salts and on temperature variations. Hydrogenation of allyl alcohol 
was carried out in water and a salt solution (0.8 M Na2SO4). It was found that 
catalytic platinum particles are stable in a salt solution and exhibit an activity 
similar to that in water.

Studies of bimetallic catalytic systems have been developed. Bimetallic 
Pt–Au catalysts on graphite were prepared by selective deposition of gold on 
a carrier—a platinum film on graphite.26 The latter monometallic catalyst was 
prepared by reducing H2PtCl6 in absolute ethanol. The subsequent reduction 
of AuCl −

4  proceeded on the monometallic catalyst either in its original state or 
was modified by pretreatment with hydrogen. At pH 1, bimetallic particles were 
formed by the reaction:

 3PtH + AuCl −
4 → Pt3Au + 4Cl − + 3H+ 

The average size of the particles was about 10 nm. Their properties and rel-
evant reactions were studied by several techniques.

Gold being chemically inactive, its use as a catalyst escaped the attention 
of chemists until recently. However, gold ions Aun+ (1 ≤ n ≤ 3) incorporated into 
zeolites exhibited activity in the reaction:

 H2O + CO → H2 + CO2 

at 323 K.27

As a model of metal catalysts on carriers, lithographic systems consisting 
of Pt nanoparticles deposited on SiO2 and Ag particles on Al2O3, which were 
synthesized by the electron-beam method, were used.28 The average size 
of particles varied from 20 to 50 nm, and the interparticle distance varied 
from 100 to 200 nm. The thermal stability of fabricated systems was studied 
by electron microscopy and atomic force microscopy (AFM) techniques. The 
platinum-containing system was stable up to 973 K, while the silver-containing 
system was stable in vacuum and hydrogen up to 773 K and in oxygen up to 
623 K. A model catalyst built of Pt nanoparticles on SiO2, which represented 
a lithographic system obtained by an electron-beam method, was compared 
with platinum foil in the reactions of hydrogenation–dehydrogenation of cyclo-
hexene at 100 °C.29 As compared with platinum foil, a twofold increase in the 
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reactivity was observed for a system containing platinum particles with 28-nm 
diameter; its selectivity increased by a factor of 3.

Iron-containing nanoparticles stabilized in polymeric matrices were used in 
the alkyl isomerization of dichlorobutanes. The catalytic activity was found to 
depend on the nature of the matrix and on the metal content.30

The photocatalytic reduction of bis(2-dipyridyl)disulfide (RSSR) to 
2-mercaptopyridine (RSH) with water proceeded selectively on the surface of 
titanium dioxide. The process rate considerably increased when silver nanopar-
ticles (0.24 mass%) measuring less than 1 nm were deposited on TiO2.31 Thiols 
are widely used in agrochemistry, petrochemistry, pharmaceutics, and for stabi-
lization of metal nanoparticles.

Studies of RSSR adsorption, their absorption spectra, the effects of pH, the 
photolysis time, the amount of deposited silver, and the temperature allowed the 
authors31 to put forward the following reaction mechanism:

ka

RS SR Ag TiO2 2RS Ag TiO2 (11.1)

Iϕ
2RS Ag TiO2 2RS Ag TiO2 (e … h ) (11.2)

kd12RS Ag TiO2 (e … h ) 2RS Ag TiO2 (11.3)

kcs2RS Ag TiO2 (e … h )  2RS Ag(e ) TiO2 (h ) (11.4)

kd2
2RS Ag(e ) TiO2 (h )  2RS Ag TiO2 (11.5)

k02RS Ag(e ) TiO2 (h ) H2O 2RS Ag(e ) TiO2 2H O2 (11.6)

kr2RS Ag(e ) TiO2 2H 2RSH Ag TiO2 (11.7)

1
2

where Ka is the rate constant of equilibrium adsorption, I the intensity of light, φ 
the light absorption intensity, and k the rate constants of the corresponding stages.

In stage (11.1), the selective adsorption of RSSR on the surface of silver 
nanoparticles is accompanied by the rupture of the S–S bonds. In stage (11.2), 
excitation of nanoparticles in the bandgap of TiO2 generates an electron pair 
(e−)–hole (h+). Most electron–hole pairs recombine in stages (11.3) and (11.5). 
In stage (11.4), charges are separated: silver nanoparticles take up from an elec-
tron, AuCl −

4  while holes are transferred to the TiO2 carrier. The positive poten-
tial of a hole is sufficient to oxidize water to form H+ and an O2 molecule (stage 
(11.6)). In stage (11.7), the catalytic system is regenerated and RSH is formed. 
In the opinion of the authors,31 the deposited silver particles give rise to the fol-
lowing effects:
	l	 	acceleration of RSSR adsorption;
	l	 	spatial separation of positions corresponding to silver-particle reduction and 

supporting oxidation, i.e. the charge separation effect; and
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	l	 	selective adsorption of the oxidizable compound (RSSR) and the reducer 
(H2O) in the oxidation and reduction sites, which ensures the high selectivity 
of this process.

A comparison of the catalytic systems TiO2 and Ag–TiO2 has shown that 
both systems are characterized by equal activation energies of photocatalytic 
reduction (30.5 ± 1.5 kJ/mol), which suggests that the limiting stage of this 
staged process is reaction (11.6) rather than photocatalysis.

The reduction of RSSR on TiO2 in the absence of silver occurs as follows:

kr
2RS … TiO2 (e ) 2H 2RSH TiO2

Recently, semiconductor nanoparticles have found extensive application 
in catalysis and photocatalysis. The relative catalytic activity of various nano-
size particles made of semiconductor oxides and sulfides in polar (acetonitrile) 
organic solvents was studied.32 This study was performed using the example of 
photooxidation of pentachlorophenol—a toxic compound used as a fungicide, a 
bactericide agent, and also for wood preservation. Figure 11.2 shows the depen-
dence of the relative concentration of pentachlorophenol on the photolysis time 
in the presence of nanoparticles of different metals.

Mention should be made of an extremely strong dependence of the reaction 
rate on the particle size observed in the case of MoS2, which in turn reflects the 
effect of the forbidden zone of a particle and is associated with the correspond-
ing change in the reduction potential. In contrast to titanium dioxide, which is 
active in the UV range and is commonly used in electrocatalysis, molybdenum 
disulfide nanoparticles measuring 3 nm catalyze the reaction when illuminated 
with visible light. Nanoparticles of SnO2 measuring 26 and 58 nm did not have 
any noticeable effect on the photooxidation of pentachlorophenol.

FIGURE 11.2 Changes in the relative concentration c of pentachlorophenol in water as a func-
tion of the time of irradiation with light of wavelength 400 <λ < 700 nm in the (1) absence and (2–4) 
presence of catalysts: (2) CdS powder (0.1 mg/ml), (3) MoS2 particles with diameter of 4.5 nm 
(0.036 mg/ml), and (4) MoS2 particles with diameter of 3 nm (0.09 mg/ml).32
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The preparation of molybdenum sulfide particles shaped as hollow nano-
spheres opened up new possibilities of using this substance in catalysis.33 Such 
particles were synthesized by the ultrasound irradiation of a slurry containing  
Mo(CO)6, S8, and nanosize silicon particles in 1,2,3,5-tetramethylbenzene 
(isodecrene) under argon flow. Washing of MoS2-coated silica with 10% HF 
served to remove silicon. The resulting hollow spheres of a diameter of ~50 nm 
exhibited high catalytic activity in the hydrodesulfurization of thiophene in the 
temperature range 325–375 °C. The increase in activity as compared with ordi-
nary spherical MoS2 particles was associated with the participation in the pro-
cess of both internal and external surfaces of a hollow particle.

Molybdenum sulfides exhibited a high catalytic activity. As has been shown 
recently, MoS3 nanoparticles with an average radius of 2.0–3.0 nm represent a 
new class of additives to hydrocarbon lubricants.34 Addition of molybdenum 
sulfide provides a lower friction coefficient as compared with a conventional 
antifriction additive, molybdenum dithiocarbamate.

The actively developed synthesis of cluster anions, which contain 368 molyb-
denum atoms, opens up new prospects in nanochemistry and, in particular, in 
nanochemistry of molybdenum. Such compounds make it possible to realize reac-
tions in the selected reaction centers of well-characterized nanosize samples.35

The development of a new direction in nanochemistry associated with chemical 
reactions carried out by means of AFM and scanning tunneling microscope (STM) 
probes can be predicted. Interesting examples of chemical modification of terminal 
functional groups in aggregates of organosilicon molecules by the catalytic impact 
of a palladium-covered AFM probe were considered.36 The reactions studied are 
illustrated by the scheme below. Here, Z is the benzene-oxycarbonic group.

A minimum impact necessary for such chemical reactions is about 2.5 mN 
at a scanning rate up to 5 µm/s. Note that a typical activation energy of bimo-
lecular reactions shown above amounts to nearly 50 kJ/mol. At the same time, 
according to estimates, the energy of surface deformation of an associate of 
organosilicon molecules is about 340 kJ/mol, which far exceeds the activation 
energy values shown above.

Catalytic scanning nanopens were proposed to be used in nanomodifying self-
assembling monolayers.37 Monolayers of bis(ω-tertbutyldimethyl-siloxyundecyl) 
disulfide were deposited on gold, while 2-mercapto-5-benzimidazole sulfonic 
acid was deposited on the gold cantilever of a scanning microscope. An acidic 
pen induced local hydrolysis in the contact zone and fabricated samples of well-
defined shape and size. In the catalytic region, dendritic wedges were formed with 
thiol functions incorporated into the catalyst domain.

The surface on which selective chemical changes occur can be used in sensi-
tive optoelectronic devices, sensors, and units imitating biological devices. An 
approach to “chemical lithography,” which involves the chemical modification 
of functional groups in the molecules of a sample, arranged along definite pre-
determined lines, was outlined.38
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The catalytic reactions on metal nanoparticles under different conditions 
were comprehensively described in several reviews.39–41 In the reactions that 
occur on the catalyst surface, the starting compounds are first adsorbed after 
which they migrate and react, and finally the products should be desorbed. The 
efficiency of the catalyst is determined by the coordination of all stages in the 
process, while elementary reactions can depend on the metal particle size in dif-
ferent ways. For a deeper understanding of the catalytic activity, it is necessary 
to know the number of adsorbed species and the number of metal atoms taking 
part in the catalytic process.

One of the approaches to the study of the catalytic activity, which has been 
actively developed recently, consists in the deposition of metal particles on 
thin films of different oxides. Studies of such a kind provide an approach to 
solving the problems associated with internal size effects and the nature of 
the carrier. For nickel particles (Ni11, Ni20, and Ni30), the effect of their size 
on the dissociation of carbon monoxide was studied.42 Nickel particles were 
synthesized by laser evaporation and supersonic expansion. Then, after mass-
spectral separation, the particles were deposited on MgO films at a temperature 
of 90 K. The adsorption of CO molecules occurred at 240–260 K, while the 
associative desorption took place at 500–600 K. On Ni30 particles, the associa-
tive desorption proceeded more actively as compared with Ni11 and Ni20. The 
experiments with labeled oxides 13C16O and 12C18O evidenced the presence of 
different adsorption and desorption sites in nickel particles, which were deter-
mined by the number of nickel atoms in a cluster and their different electronic 
properties.

The catalytic oxidation of carbon monoxide was studied on monodispersed 
platinum particles.43 It was shown that each Ptn particle (8 ≤ n ≤ 20) deposited 
on a magnesium oxide film was active at a certain temperature in the range 
150–160 K. When a cluster grew by a single atom, e.g. at a transition from Pt14 
to Pt15, its reactivity increased by a factor of 3. The cluster activity was related 
to its electronic state, the changes in its morphology, and the interaction energy 
of boundary orbitals in oxygen molecules.

The catalytic oxidation of carbon monoxide (CO + 0.5O2 → CO2) on 
 transition metals pertains to the main reactions used for controlling the air 
contamination. Earlier, it was believed that the catalytic oxidation of carbon 
monoxide is independent of the size of the palladium particles44; however, 
later it was demonstrated that palladium particles measuring less than 5 nm 
influence the kinetics of oxidation.45 At the same time, for palladium clusters 
with preliminarily adsorbed oxygen, the kinetics of this reaction was indepen-
dent of the size of the catalyst particles.46 The aforementioned results obtained 
by the same group of scientists showed that the experimental procedure can 
affect the manifestation and reproducibility of size effects for one and the same 
particles and reactions.

The oxidation of carbon monoxide was used as a model reaction in compar-
ing the activities of particles of different metals containing equal numbers of 
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atoms.47 Figure 11.3 shows the CO2 yield as a function of the particle size, the 
metal type, and the temperature. As can be seen, all particles exhibited different 
reactivities. The fact that Au8 particles were most active at low temperatures 
(140 and 200 K), while the particles with electron-closed shells Au13 were less 
active in the same temperature range, deserves mention. A strong size depen-
dence was also typical of platinum particles. With a transition from Pt8 to Pt20, 
the amount of CO2 formed increased by a factor of 9. Moreover, only large 
particles (Ptn, n > 14) produced CO2 at low temperatures (140 K). By comparing 
equal-size particles, e.g. containing 13 atoms, it is evident that palladium and 
rhodium are more active than gold and platinum.

Cyclotrimerization of acetylene to benzene on Pdn particles (1 ≤ n ≤ 30) depos-
ited on thin MgO films was studied.48–50 It was found that even small clusters of 
Pdn (1 ≤ n ≤ 6) produced benzene at 300 K. On large particles (7 ≤ n ≤ 30), benzene 
was synthesized at 430 K. The density-functional calculations made it possible 
to associate the high-temperature process with the surface diffusion of palladium 

FIGURE 11.3 Dependence of the yield q of carbon dioxide during the oxidation of carbon mon-
oxide on the temperature and the size of metal particles.47



309Chapter | 11 Nanoparticles in Science and Technology

atoms and the formation of three-dimensional clusters, which provided stronger 
bonding as compared with the two-dimensional structures. For supported pal-
ladium particles, a strong effect of the number of atoms on the efficiency and 
selectivity of acetylene conversion was observed. It was found that even a single 
palladium atom catalyzes cyclotrimerization of acetylene. On the palladium 
atoms and particles Pd2 and Pd3, benzene was formed at about 300 K. Moreover, 
small palladium clusters exhibited selectivity. Palladium atoms, dimers, and tri-
mers could also produce substances other than benzene. Particles Pd4–6 polymer-
ized acetylene and additionally produced C4H6, which was desorbed at 350 K. 
With a transition to larger particles, in addition to C6H6 and C4H6, a third product 
C4H8 (the structures of C4H6 and C4H8 are still unclear) was formed.

Of greatest interest are the catalytic properties of a single palladium atom. 
Theoretical studies have lead to a conclusion that palladium atom and MgO 
film form a cluster. The MgO surface and its point defects exhibit the electron–
donor properties and increase the electron density on the palladium atom. The 
palladium atom diffuses over the surface and activates two acetylene molecules 
according to the following scheme:

 Pd + 2C2H2 → Pd(C2H2)2 → Pd(C4H4) 

The Pd(C4H4) complex then activates the third acetylene molecule. The 
 optimal structures of the complexes were considered.51 The activation was asso-
ciated with an increase in the charge transferred from a palladium atom to the 
adsorbed molecule. Benzene formed was only weakly bound with the palla-
dium atom and immediately desorbed. The reaction of the palladium atom with 
F-centers on the magnesium oxide surface was the limiting stage of this process.

An interesting example demonstrating how the size of metal nanoparticles 
and the nature of stabilizing ligands affect the catalytic activity and selectiv-
ity has been described.52 Palladium nanoparticles measuring 3–4 nm, which were 
stabilized either by 1,10-phenanthroline or by 2-n-butylphenanthroline, served as 
the catalysts. Titanium dioxide used as the carrier was saturated with the catalyst 
(0.5 mol%). The reaction of triple-bond hydrogenation was carried out at room 
temperature and at a hydrogen pressure of 1 atm. As seen in Figure 11.4, when 
phenanthroline was used as the stabilizer, the formation of cis-2-hexene reached 
its maximum in 75–80 min with a selectivity of about 95%. Upon reaching the 
maximum conversion, cis-2-hexene started to transform into trans-2-hexene. The 
activity of palladium particles stabilized by 2-n-butylphenanthroline decreased 
and the selectivity increased. The maximum yield of cis-2-hexene was reached 
in 500 min with 100% selectivity; virtually no other products were formed. 
Only after 25–30 h, an insignificant amount of trans-2-hexene was found. Prob-
ably, the presence of the butyl residue in phenanthroline forms a catalyst surface 
that favors a reaction of semihydrogenation, which is difficult to realize under 
other conditions.

Subnanometer palladium clusters with a diameter of less than 0.7 nm 
were prepared and stabilized.53 Clusters were synthesized within micelles of 
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different morphologies formed by random copolymers via the ligand exchange 
from Pd(PPh3)4. Micelles containing Pd(0) were found to exhibit high catalytic 
 activity in quinoline hydrogenation at room temperature and hydrogen pressure 
of 1 atm and also in the reaction of iodobenzene with ethylacrylate.

FIGURE 11.4 Selectivity and activity of palladium particles measuring 3–4 nm applied on tita-
nium dioxide in the reaction of partial hydrogenation of triple bond52: (a) palladium particles stabi-
lized with 1,10-phenanthroline and (b) palladium particle stabilized with 2-n-butylphenanthroline. 
(1) Hexine-2, (2) cis-hexene-2, (3) trans-hexene-2, (4) hexane, (5) hexene-3, and (6) hexene-1.
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11.2 OXIDE REACTIONS

Oxides, like metals, find wide practical applications. The reactivity of metal 
oxides is lower as compared with the metals themselves; for this reason, the 
process of oxide formation is used for stabilizing metal nanoparticles. Recently, 
quite a number of reactions interesting from the standpoint of nanochemistry 
were realized.

A unique way of utilizing nanocrystalline zinc oxide was described.54 Zinc 
oxide was synthesized by a modified sol–gel method according to the following 
reactions:

Zn(CH2CH3)2 + 2(CH3)3COH → Zn[OC(CH3)3]2 + 2CH3 – CH3
Zn[OC(CH3)3]2 + 2H2O → Zn(OH)2 + 2(CH3)3COH

Zn(OH)2 → ZnO + H2O

The process of ZnO preparation involved three steps: synthesis, extraction, 
and activation of zinc oxide nanopowder. The last step consisted, in turn, of 
several consecutive steps of heat treatment. First, the powder was slowly heated 
to 90 °C and held at this temperature for 15 min. Next, the temperature was 
increased to 250 °C, the sample was exposed at this temperature for 15 min, and 
then slowly cooled to room temperature. The resulting zinc oxide represented 
crystalline nanoparticles measuring 3–5 nm with a specific surface area of about 
120 m2/g. Zinc nanooxide was used in the following reaction:

 2ZnO + CCl4 → CO2 + 2ZnCl2 

The process was carried out at 250 °C; CCl4 was added into the reaction 
vessel in portions at 7 min intervals. Carbon dioxide and unreacted CCl4 were 
analyzed by gas chromatography. It was shown that nanocrystalline zinc oxide 
is more active as compared with commercial products. It was also shown 
that the adsorption of sulfur dioxide and destructive adsorption of diethyl-4- 
nitrophenylphosphate—a toxic organophosphorus compound—proceed on nano-
crystalline zinc oxide with high effectiveness. In these processes, nanocrystalline 
zinc oxide displays a higher activity as compared with commercial samples.

A high activity of nanocrystalline metal oxides was utilized in reactions 
with compounds used as a chemical weapon. Nanocrystalline oxides of mag-
nesium and calcium were shown to easily react with organophosphorus com-
pounds.55,56 Thus, 3,3-dimethyl-2-butylmethylphosphoxofluoride CH3–(O)P(F)
O–CH(CH3)C(CH3)3, which represents a nerve-paralytic compound, reacted 
with nanocrystalline magnesium oxide according to the following scheme:
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Magnesium oxide abstracts HF and, by using hydroxide groups available on 
the surface, completely converts the toxic compound into a nontoxic one. Liber-
ated hydrogen fluoride reacts with MgO to form MgF2 and H2O.

Nanocrystalline oxides of alkali-earth metals were successfully utilized 
for deactivation of yperite and other toxic war agents. Autocatalytic dehy-
drohalogenation of 2,2′-dichlordiethylsulfide on nanocrystalline calcium 
oxide was studied.54,56 The reaction proceeded according to the following 
scheme:

This reaction involves a competition between dehydrochlorination to give 
a divinyl compound and the substitution of a surface hydroxide for chlorine. 
The reaction products were analyzed by NMR technique. The products of 
2,2-dichlorodiethylsulfide decomposition contained divinylsulfide (nearly 80%)  
and thioglycol and/or a sulfonium ion (20%) with a hydroxyl group, which 
probably provided its bonding with the alkali-earth metal surface. Along with 
yperite deactivation, the reactions of CaO with other phosphorus-containing 
compounds were studied. The kinetics of reactions of all compounds studied 
with CaO were characterized by fast initial stages and a slow subsequent diffu-
sion-controlled stage.

In the examples shown above, nontoxic compounds were formed at room 
temperature, and the reaction rate was limited by the delivery of reagents. The 
presence of small amounts of water was beneficial for detoxication, which con-
firmed the promoting action of hydroxyl groups on the oxide surface. Catalytic 
dehydrohalogenation occurred when nanocrystalline calcium oxide was used 
together with water.

Yet another application of nanoparticles of transition-metal oxides deserves 
attention.57 Particles of oxides of Co, Ni, Cu, and Fe measuring 1–5 nm were 
used as the electrode material in lithium cells (electrochemical capacitance 
700 µAh/g). In this case, the reactions of Li2O formation and decomposition 
and the corresponding reactions of reduction and oxidation of nanoparticles 
proceeded on electrodes made of CoO nanoparticles. The scheme of reversible 
reactions is illustrated by the example of CoO as follows:

 2Li – 2e ⇌ 2Li + (11.8)

CoO 2Li 2e Li2O Co

Co0 2Li
(1) 

(2)
Li2O Co0  

(11.9)
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Reaction (11.8) is probable and thermodynamically acceptable. Reaction 
(11.9) is unusual for electrochemistry. Li2O was always considered as electro-
chemically inactive. The authors of the cited study57 failed to electrochemically 
decompose Li2O powders (mechanically ground powders of Li2O and CoO 
were used). The possibility of reaction (11.9) was associated with the participa-
tion of nanoparticles and the increase in their electrochemical activity with a 
decrease in the particle size.

The use of the synchrotron X-ray diffraction technique allowed unusual 
structural states to be revealed in zirconium oxide nanopowders.58 A ZrO2 
nanoparticle can comprise two or three different structures, viz. monoclinic, 
tetragonal, and cubic. Such particles, which were called “centaurs,” point to the 
possibility of different polymorphous transitions in individual particle.

To date, attention is focused on the synthesis and physicochemical  properties 
of the hybrid materials such as core–shell formation and on the particles com-
prising two and even three metals. New nanocrystalline materials of the core–
shell type based on TiO2 and MoO3 were prepared and studied in detail.59 
Particles TiO2–(MoO3)x were synthesized by conucleation of metal oxides on a 
micelle surface. The reaction stoichiometry was represented as follows:59

(1 − y)(NH4)2Ti(OH)2(C3H4O3)2(aq) + y / 8 Na4Mo8O26(aq) + CTAC(aq)

where CTAC is cetyltrimethylammoniumchloride and y ≤ 0.57.
In the synthesized materials, the energy of light absorption correlated with 

the particle size. With a decrease in the size of TiO2–MoO3 particles from 8 to 
4 nm, the absorption energy decreased from 2.9 to 2.6 eV. As a comparison, the 
energy of forbidden zones of compact TiO2 and α-MoO3 are 3.2 and 2.9 eV, 
respectively. The synthesized materials were more effective in the photocata-
lytic oxidation of acetaldehyde as compared with conventional titanium oxide 
manufactured by Degass (France).

Studies on preparation of nanorods with a diameter from 5 to 60 nm and a 
length of >10 µm based on BaTiO3 and SrTiO3,60 TiO2,61 and SnO2

62 were initi-
ated. The preparation of oxide-based nanorods and nanotubes was surveyed in 
detail63. Vanadium dioxide was studied most actively. Polycrystalline vanadium 
dioxide nanorods were prepared.64 Syntheses of metastable VO2 nanobelts65 
and crystalline nanowires with an average diameter of 60 nm and a length of 
>10 µm66 were reported. For synthesizing vanadium dioxide nanowires, an ear-
lier developed method of high-temperature evaporation in an argon flow with 
subsequent condensation was used.67

To promote electron transport in metal nanoparticles, it was proposed 
to utilize the pH effect on the charge variation in stabilized coatings con-
nected with the particle surface. As has been shown, the molecules of hard  
(solid) mercaptophenylacetylenes effectively bind gold and silver particles.68 
It was demonstrated that the electron transport in charged gold particles is 
described better in terms of classical concepts rather than in terms of quantum-
mechanics.69
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The use of metal nanoparticles in optical and electronic devices requires 
approaches that would solve the following problems:

	l	 	reliable location of electric contacts between individual nanoparticles;
	l	 	determination of characteristics of interparticle electromagnetic interactions 

in symmetrical well-organized aggregates of nanoparticles; and
	l	 	understanding of chemical properties of the nanoparticle surface and its effect 

on optical and electronic properties of these particles.

Certain approaches to the solutions of these problems have been considered.70

11.3 SEMICONDUCTORS, SENSORS, AND ELECTRONIC 
DEVICES

Semiconducting nanoparticles are extensively used in heterogeneous nanoca-
talysis and are of potential interest for laser equipment and for manufacturing of 
flat displays, light-emitting diodes, and sensors.

The development of heterostructures with spatially limited charge carriers, 
which are formed as a result of self-assembling of nanostructures on the surface 
of semiconductor systems was a great breakthrough in nanotechnology.71 The 
spontaneous ordering of nanostructures makes it possible to realize the incorpo-
ration of narrow-gap semiconductors into high-energy gap matrices. The peri-
odic ordered structures of such islet-type inclusions can appear as a result of 
heating the samples or at a long-term interruption of the growth of deposited 
semiconductors. The resulting heterostructures represent the sets of discrete 
levels separated by regions of forbidden states and exhibit the energy spectra 
similar to those of individual atoms. The described systems were used in the 
development of injection heterolasers.

Along with the physical methods of synthesizing new semiconductor systems, 
the methods of chemical synthesis continue to be developed and refined. The use 
of inversed micelles based on AOT for the production of ZnSe nanoparticles was 
initiated.72 Particles of ZnSe measuring 5.7 nm were studied using X-ray diffrac-
tion, electron microscopy, light scattering, and luminescence techniques.

Japanese scientists proposed a new method for stabilizing semiconduc-
tors (using CdS, codeposition of CdS–ZnS) and metals (using gold).73 They 
obtained inversed micelles and stabilized nanoparticles by in situ polymeriza-
tion of (n-vinylbenzyl)dimethyl (cetyl)ammonium chloride initiated by either 
light or by the addition of azobisisobutyronitrile. The resulting polymer was dis-
solved in a polar medium to form transparent films with incorporated cadmium 
selenide nanoparticles measuring 4.7 to 6.3 nm. The authors characterized this 
method as the universal one, because it allowed them to obtain films and stabi-
lize nanoparticles of metals and semiconductors.

According to the results of the studies,74 the inner nuclei of vesicles based on 
α-phosphatidylcholine can be used as nanoreactors for growing monodispersed 
(with a deviation of ca. ±8%) nanocrystals of CdS, ZnS, and HgS of definite sizes.
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A simple and inexpensive method of synthesizing stable and water-soluble 
nanocrystalline powders of zinc sulfide (particles measuring ca. 6 nm) in gram 
amounts was proposed.75 Particles of ZnS covered with a cysteine layer were 
obtained by introducing sulfide into a preliminarily prepared solution of a zinc 
salt and cysteine. After the deposition, redissolution, and drying, the crystalline 
ZnS powders were obtained, which were stable for 30 months at 48 °C. Their 
stability was tested by carrying out photocatalytic decomposition of p-nitrophenol 
on freshly prepared and aged powders. The optical properties of the powders 
remained unchanged during their long-term storage. Highly concentrated aque-
ous solutions (up to 100 mM/l) of semiconductor particles were used as fluores-
cent biological labels.

Multilayer films containing CdSe nanoparticles were obtained.76 Particles of 
CdSe measuring 1.7–2.0 nm were synthesized from dimethylformamide solu-
tions of cadmium and selenium salts. The films containing CdSe particles were 
prepared by the consecutive formation of layers on the quartz or CaF2 plates. 
The plate surface was first covered with layers of benzoic acid derivatives and 
polyvinylpyridine. A plate thus treated was placed into a formamide solution of 
CdSe to form a layer containing cadmium selenide particles. Multilayer (up to 
five layers) films were obtained by alternate additions of polyvinylpyridine and 
cadmium selenide. Such organized semiconducting films are of interest for the 
development of new types of optical fibers and nonlinear optical devices and 
can also be used as conducting films.

Semiconducting nanowires of definite diameters were fabricated using 
 colloid solutions of nanoparticles of metal catalysts.77–80 As an example, the 
results of controlled synthesis of GaP nanowires with diameters of 10, 20, and 
30 nm and a length exceeding 10 µm can be shown.80 The wires were fabricated by 
laser-generated sputtering of a solid target consisting of GaP and gold (catalyst).  
A solution with gold particles was spread onto a sample, which was put in a 
quartz tube. The tube was placed at the blown end of a furnace containing a 
solid GaP target. The furnace was heated to 700 °C, and the target was sputtered 
for 10 min by an excimer laser. The laser sputtering of a solid target was used for 
the simultaneous generation of nanosize metal-catalyst clusters and the reacting 
semiconductor atoms, which formed the semiconducting nanowire. The size of 
a catalyst nanoparticle determined the size of the resulting nanowire. As was 
shown in test experiments, no semiconducting wires were formed in the absence 
of gold particles. The correspondence between the sizes of nanoparticles and 
semiconducting nanowires allowed the authors80 to conclude on the possibility 
of controlling the diameter of fabricated wires. A similar method of controlling 
the diameter of nanowires was considered.79

By considering the example of CdSe particles with sizes from 0.7 to 2 nm, 
the effect of the semiconductor nanoparticle size on the bandgap of this material 
was studied.81,82 All the particles were formed using the methods of organome-
tallic chemistry. Together with cadmium and selenium, the atoms of phosphorus 
and phenyl and propyl groups were present on their surface. Thus, one of the 
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particles under study had a composition Cd10Se4(SePh)12(PPr3)4, where Ph is 
phenyl and Pr is n-propyl. The atomic structure of the particles was determined 
by X-ray diffraction for individual crystals. Figure 11.5 shows the bandgap of 
nanoparticles synthesized and also for coarser particles of cadmium selenide as a 
function of their size. As can be seen, with an increase in the nanoparticle size the 
bandgap width Eg of a particle approaches the Eg value of the bulk CdSe samples.

New prospects in various branches of electronics were opened with the 
development of one- and two-dimensional bimetallic systems.83 One of these 
branches is associated with synthesizing particles of the ME2 type, particularly, 
NbSe2.84 Superconducting one-dimensional NbSe2 nanotubes in a mixture with 
nanorods of 35–100 nm diameters and a length of several hundred nanome-
ters were prepared by thermal decomposition of NbSe3 in an argon flow at 
700 °C. A synthesis in solution provided higher yields of products with higher 
purity and a narrow size distribution.85–88 In a dodecylamine solution, two-
dimensional plates and one-dimensional wires of NbSe2 were synthesized.20 
Their precursors, NbCl3 and Se, were mixed in dodecylamine in an argon flow 
and then heated at 280 °C for 4 h to yield a black suspension. Slow cooling 
(~58 C/min) of this suspension to room temperature produced two-dimensional 
lamellar structures 10–70 nm thick. Rapid quenching of a solution obtained by 
extraction of this suspension in hexane yielded NbSe2 nanowires of a diameter 
of 2–25 nm and a length up to 10 µm.

Optoelectronics employs devices based on two-dimensional semiconductor 
heterostructures. Combining semiconductors with different bandgaps makes 
it possible to control fundamental parameters such as the bandgap width, the 
effective masses and mobilities of charge carriers, the refractive index, and the 
electron energy spectrum.71,89

FIGURE 11.5 Bandgap width for CdSe nanoparticles as a function of their (a) diameter and 
(b) reciprocal radius; N is the number of cadmium atoms in a particle. Dark points correspond to 
experimental data, the rest of the symbols are the data of different authors for coarser particles.82



317Chapter | 11 Nanoparticles in Science and Technology

The dynamic properties of charge carriers at the liquid–semiconductor 
 interface are important for photocatalysis, solar energy conversion, and photo-
electrochemistry. The peculiar properties of charge carriers, i.e. electrons and 
holes, which include their absorption and recombination in certain nanosize 
semiconductor systems, were studied by laser techniques.90 Suspensions of 
cadmium sulfide nanoparticles were used for initiating the acrylonitrile polym-
erization. The resulting polyacrylonitrile (PAN) and the products of its partial 
hydrolysis were employed as the templates, which could regulate the shape of 
CdS nanoparticles and composite nanowires CdS/PAN with a diameter less than 
6 nm and a length of 200 nm to 1 µm.91

A nanosize electronic circuit breaker built of gold nanoparticles and 
compounds containing redox groups was described.92 As the redox group, 
bipyridyl groups that entered the composition of N,N-di-(10-mercaptodecyl)-
4,4′-bipyridinium dibromide were used, the synthesis of which has been 
described.93 When gold nanoparticles were bound with a film of bipyri-
dinium bromide, the reduction of the bipyridine group on a gold electrode 
proceeded easily and reversibly:

 bipy2 + + e − ⇌ bipy+ • 

where bipy2+ is a bipyridine group and bipy+• is a radical.
The operation of an electronic circuit breaker measuring 10 nm, which 

is based on the changes in the chemical states of molecules, is illustrated 
in Figure 11.6, reproduced from Ref. 94 and based on results of Ref. 93. The 
authors of the latter study reported that their system corresponded to no more 
than 60 organic molecules and its operation required no more than 30 electrons. 
When a molecule contains bipyridine in its reduced state bipy+•, a considerable 
tunneling current flows in the circuit nanocluster–molecule–electrode. If a cer-
tain threshold voltage is applied to the gold electrode, the tunneling current dras-
tically decreases. The threshold voltage corresponds to the oxidation of bipy+• to 
bipy2+. Thus, an electrochemical switcher, the state of which is determined by 
the potential required for reducing a molecule by a single electron, was created. 
To date, these devices operate rather slowly and have an insufficient amplifica-
tion factor. However, they can find application in cases where amplification is 
of little importance, e.g. as chemical sensors for detecting single molecules or 
unit chemical reactions. Moreover, based on such systems, the memory devices 
for computers can be developed.94

New prospects in designing sensors and optoelectronic devices based on 
nanoparticles were opened up.95 It was shown that pore-free crystals of organo-
platinum compounds can reversibly take up and evolve sulfur dioxide with-
out breaking the crystal.96 In other words, the crystals breathe. Figure 11.7 
 illustrates the corresponding transformations.

When interacting with SO2, a crystal turns orange in a minute. The change in 
its color is accompanied by the transition of square-planar platinum complexes 
into square-pyramidal complexes that contain SO2 as the fifth ligand. In doing 
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FIGURE 11.7 Crystals that can reversibly adsorb SO2.95,96

FIGURE 11.6 Illustration of operation of an electronic switcher: (a) bipyridine group is in the 
oxidized state and no current flows and (b) as a result of addition of one electron, the bipyridine 
group is reduced and current flows.94
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so, the crystal increases in volume by 25%, while retaining the ordered lattice 
structure. Yet, a more interesting result is obtained if a crystal with increased 
volume is exposed to air. In this case, the crystal “breathes out” SO2 and relaxes 
to its original, colorless, and SO2-free state. This process can be repeated many 
times without breaking the crystal. In the opinion of the authors,95 such crystals 
can be used as optical switchers and sulfur dioxide sensors. It is possible that 
analogous compounds would reversibly interact with chlorine, carbon dioxide, 
and other gases. There is good reason to believe that the substances that bind 
gases in solutions will also bind them in the solid state.

Polypyrrole nanowires 200 nm thick and 13 µm long were proposed to be 
used as pH sensors.97 A method for synthesizing polypyrrole nanowires sensitive 
to biomaterials, based on using alumina templates, was described.98 Polypyrrole 
nanowire biosensors of controlled composition and size (200 nm), which could 
contain built-in electrical contacts, incorporated quantum dots, and biosensitive 
molecules were suggested for detecting biomolecules, particularly, DNA.99

Nanoparticles of a definite stoichiometric composition and a size of 
1–4 nm exhibited unusual properties with temperature variations. Palladium 
clusters measuring 17 nm behaved as compact palladium at room temperature 
but demonstrated the presence of a Coulomb barrier at 4.2 K. At the same 
time, ligand-stabilized gold particles Au55(PPh3)12Cl6 (PPh designates triphe-
nylphosphate) measuring 1.4 nm had a Coulomb barrier at room temperature. 
As was shown,100 a Coulomb energy barrier for the electron transport through 
a cluster can be changed by organizing clusters into the ligand-stabilized three-
dimensional structures. The length and the chemical nature of these ligands, 
which are called “spacers,” change the intercluster distance and the Coulomb 
barrier. The aforementioned peculiarities in the behavior of metal nanopar-
ticles have already found application in practice. Based on the temperature 
dependence of the Coulomb barrier, a sensor for temperature variations in a 
range of 1–30 K was developed (Nanoway, Finland).101

At present, considerable attention is drawn to the development of sensitive 
units of sensor materials based on semiconductor oxides and heterostructures. 
The effect of ethanol and nitrogen dioxide vapors on the properties of SnO2 
nanocrystals, supported by single-crystal silicon and tin dioxide nanocrystals 
doped with Ni, Pd, and Cu, was studied.102 Doped SnO2 nanocrystals were syn-
thesized by the pyrolysis of aerosols. Their average size was 6–8 nm, according 
to the XRD data. The effect of the gas-molecule adsorption on the volt–ampere 
characteristics of heterostructures, which manifested itself in the changes in the 
potential barrier height at the heterojunction and in the changes in tunneling 
processes at the interface, was demonstrated.

A new generation of chemical sensors can be synthesized by employing 
 nonuniform nanosystems and unusual electronic and physicochemical properties 
of metal nanoparticles entering into such systems. In these systems, the compact 
metal cores of nanoparticles are surrounded by outer amorphous shells so that 
the electron transfer under the effect of adsorbed gas molecules proceeds via the 
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interacting nanoparticles bound into assemblies. The sensor properties of non-
uniform–nonequilibrium–nanocomposite films were discussed.103 Oxide–oxide 
(SnO2–TiO2), metal–oxide (Cu–SiO2), and metal–polymer (Cu–poly-n-xylylene) 
systems were studied. The sensor activity of samples toward hydrogen, humid 
air, and ammonium was determined by the conductivity changes. From our 
viewpoint, to obtain new effective sensor materials, in addition to employing 
nonequilibrium synthetic conditions, studies with oxide particles of different 
sizes should be carried out.

Many fields of nanotechnology are based on physical and chemical interac-
tions, involving nanoparticles of particular size and shape. In order to use the 
nanomaterials as sensors and catalysts, one has to understand the peculiarities of 
both the synthesis and interaction mechanism during the sensing/catalytic act.

In recent years, the interest of researchers and engineers to gas-sensitive 
materials has grown substantially due to the progress in nanotechnology. This 
interest is primarily connected to the promising electronic properties of nano-
materials, their size dependence, and the possibility of controlling the material 
structure by using new experimental techniques. More and more materials and 
devices are produced every year with the use of nanotechnology.104

Nowadays, most of the commercial metal-oxide gas sensors are manufac-
tured using the screen printing method on small and thin ceramic substrates. 
The advantage of this technique consists in the fact that the thick films of metal-
oxide semiconductors are deposited in batch processing, thus leading to small 
deviations of characteristics for different sensor elements.

Despite the well-established fabrication technology, this method has a 
 number of drawbacks and needs to be improved. First of all, the power con-
sumption of a screen-printed sensor can be as high as 1 W,105 which prevents 
us from using it in the battery-driven devices. Another technological problem is 
the proper mounting of the overall hot ceramic plate to ensure the good thermal 
isolation between the sensor element and the housing.

These problems promote the development of substrate technology and the 
extensive research on the preparation of sensitive layers.

Nanotechnology has provided new tools for controlling the microstructure 
of sensitive layers, allowing one to obtain materials with narrow grain size dis-
tributions. The studies of thin SnO2 films have shown the strong increase of sen-
sitivity with the reduction of the oxide particle size to the nanometer scale.106 
A systematic analysis of the dependence of SnO2 sensitivity on grain size was 
reported.107

Using the low-temperature physical vapor deposition and the setup (Figure 2.5), 
the gas-sensitive nanostructured thin films of lead were obtained. A careful con-
trol over the deposition parameters such as the deposition rate, evaporation rate, 
and substrate temperatures allows one to obtain condensates with the required 
structure and also opens up the possibility of chemically modifying the surface 
and grain boundaries.108,109 As examples, the microstructures of two samples 
containing nearly the same amounts of lead but deposited at different rates are 
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depicted in Figure 11.8. The microstructure influences the electrical properties; 
thus, only sample (b) was found to be sensitive to humidity. After the deposition 
and controlled annealing, the particles can be oxidized (totally or partly) to form 
a highly porous sensitive layer.

Sputtering oxidation method was successfully used for preparing NO2-
sensitive nanostructured SnO2 films.110 The high sensitivity to 5 ppm of NO2 at 
130 °C was demonstrated by the work function measurements. Other methods, 
based on a modified sol–gel111 technique as well as on the original approach 
that uses the mechanochemical milling,112 were also employed for improving 
the gas sensor performance of nanostructured metal-oxide materials. Besides 
enhancing the characteristics of existing gas-sensitive elements, nanotechnol-
ogy also promotes the development of new types of materials for microelectron-
ics and sensorics.104 The typical examples are the thin polymer and molecular 
films113,114 and composite materials.115 The cross-sensitivity of such materials 
to humidity was also investigated.116

Yet another example is the functional oxide nanobelts—a quasi- one-
dimensional nanomaterial with well-defined chemical composition, crystallo-
graphic structure, and surface.117,118 Such materials exhibit several important 
properties, in particular, gas sensitivity.119 The synthetic method is a simple 
process, in which the solid starting material is evaporated at an elevated temper-
ature and the resultant vapor phase condenses under definite conditions (tem-
perature, pressure, atmosphere, substrate, etc.).

The process is carried out in a horizontal tube furnace, which consists of an 
alumina tube, a rotary pump system, and a gas supply and control system. The 
right-hand end of the tube is connected to a rotary pump, and the carrier gas 
enters from the left end. The pressure in the system is kept around 2 × 10−3 Torr. 
Alumina substrates are placed downstream the boat for collecting the growth 
products.

FIGURE 11.8 AFM images of Pb condensates, deposited at 80 K after annealing to room tem-
perature and exposure to the air. Scan area is 5 m × 5 m. (a) 34.3 ML deposited at 0.05 ML/s, no 
conductance onset during the deposition was observed. (b) 28.1 ML deposited at 0.20 ML/s, the 
conductance onset was observed.
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A very promising approach is to increase the surface area of a semiconduc-
tor by preparing porous materials. Thus, both the SnO2 and TiO2 mesoporous 
powders, which were fabricated by self-assembling of a surfactant followed by 
treatment with phosphoric acid, and the conventional tin oxide powders with 
surfaces modified by mesoporous SnO2 exhibited a higher sensor performance 
as compared with the corresponding metal-oxide powder materials with lower 
specific surface areas.120,121

Porous silicon fabricated by electrochemical etching also exhibited a high 
gas sensitivity.122 It was found that different electroless coatings influence the 
sensitivity toward a particular gas. By using the Fast Fourier Transform analysis 
of the sensor signal, it is possible to separate the drift and exclude false sensor 
signals.

One of the most popular nanomaterials nowadays, carbon nanotubes (CNTs), 
is also used to detect gases. One of the first CNT-based gas sensors was found 
to be able to detect low concentrations of NO2 and NH3 gases at room tempera-
ture.123 These results initiated the further experimental and theoretical124 inves-
tigations in this field. For instance, it was found that CNTs can be added to the 
SnO2 substrate to form an NO2-sensitive material.125 The doping increases the 
sensitivity as compared with pure SnO2 sensors. Another application involves 
using CNTs as the cathodes in ionization-based gas sensors.126 In this case, the 
gas is ionized in an electric field and is identified by a unique breakdown volt-
age. The individual CNTs create very high electric fields near their ultrafine 
tips; hence, the combined effect of several billions of CNTs should increase the 
overall field and accelerate the gas-breakdown process. This allows the ioniza-
tion of gases to be carried out at voltages of up to 65% lower than that in con-
ventional ionization sensors.

Thus, nanotechnology opens up new possibilities for the production of 
 gas-sensitive materials of new types and also allows one to control the struc-
ture of conventional semiconductor metal-oxide materials on the nanoscale 
level. New nanomaterials that appear today, such as the highly ordered arrays 
of metal/semiconductor core–shell nanoparticles,127 may soon be used in gas-
sensor applications.

Experimentally, it was found that doping of SnO2 with Cu enhances the 
sensitivity and selectivity toward H2S. The same effect was observed for 
heterostructures CuO–SnO2

128 and SnO2–CuO–SnO2.129 This phenomenon 
was explained by a decrease in the barrier height in p-CuO–n-SnO2 owing 
to the chemical transformation of highly resistive CuO into well-conducting 
Cu2S.

Humidity, which is usually present in almost all target environments for 
 gas-sensor applications, is known to strongly influence conductivity and sensi-
tivity. In the presence of water vapor, the sensitivity to CO increased,130 while it 
decreased with hydrocarbons.131

The sensitivity of SnO2 samples to CO was studied at an elevated tempera-
ture in atmospheres with different humidity.132
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Diffuse-reflectance infrared Fourier transform spectroscopy is a very 
 productive tool for in situ investigations of such systems.133 Using this tech-
nique, it was shown that the hydrated proton plays the donor role, rather than 
the rooted hydroxyl group.132

Among the main trends in the gas-sensor technology, the creation of sensor 
arrays or “electronic noses” should be mentioned.134 Such multisensor systems 
can be fabricated on a single substrate, which can involve gas sensors of different 
types and, necessarily, the signal-processing systems.135 There are many exam-
ples of successive production of their macroscopic prototypes, which are able 
to discriminate the mixtures of gases,136–139 volatile organic compounds,140 and 
odors.141 An important part in such systems is the pattern-recognition method, 
which is usually realized using artificial neural networks.142 The  typical metal-
oxide sensor mechanism is discussed in review.143

Nanotechnology with its tools for the production of clean, structurally pure, 
and perfectly ordered materials is very promising for the preparation of new gas 
sensors with desired characteristics. Along with this, it helps the researchers for 
a deeper understanding of the sensing mechanism at the atomic level, which 
will undoubtedly promote rapid progress in this field.

At the same time, the creation of new materials for the gas-sensor applica-
tions is necessary for solving a number of basic problems of nanochemistry. 
Among them, the following problems are considered to be most important:

	l	 	monitoring the size, structure, and stability of metals, semiconductors, and 
hybrid nanomaterials by the controlled conditions of synthesis, in particular, 
with the use of low-temperature synthesis;

	l	 	understanding the kinetics and thermodynamics of self-organization processes 
that take place on the surface of nanoparticles and extending the working  
temperature interval; and

	l	 	determination of the effect of the shape of nanoparticles, particularly, nanow-
ires and nanotubes of different materials on their chemiresistive properties.

The solution of these problems in combination with the search for new nanosys-
tems will allow the preparation of new sensor and catalytic materials.

11.4 PHOTOCHEMISTRY AND NANOPHOTONICS

Recently, studies devoted to kinetics and dynamics of reactions involving 
metal nanoparticles appeared. A photochemical reaction with participation of 
n-dodecanethiol-covered silver nanoparticles dispersed in cyclohexane was 
studied in the picosecond time interval.144 Figure 11.9 illustrates the photoreac-
tion mechanism.

According to electron microscopy studies, nanoparticles AgxSC12H25 had 
an average size of 6.2 nm and resembled polyhedrons. During short-term pho-
tolysis, nanoparticles first decomposed to finer particles (<2 nm). An increase 
in the photolysis time to 9 min led, in contrast, to coarsening of particles to 
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20 nm. Photochemical transformations were detected by the temporal changes 
in the intensity and width of the silver plasmon absorption line (designated in 
Figure 11.9 by vertical heavy lines). As was found, the absorption depended 
nonlinearly on the light intensity. The kinetics of photolysis of particles was 
studied in a nanosecond range, and the corresponding kinetic constants were 
found. The changes in the dielectric properties of the environment occurred in 
0.5 ns. Under the effect of optic excitation, a part of alkanethiol molecules were 
split out in a time (3.6 ns) determined by the energy Eth liberated as heat. The 
ratio of particles with split-out thiol groups depended on the excitation pulse 
energy. Within a period of 40 ns (recombination time), the thiol-coated particles 
also underwent fragmentation. The subsequent photolysis partially prevents the 
disintegration of nanoparticles.

In contrast to silver-based nanoparticles that undergo light-induced photo-
chemical reactions, for gold-based nanoparticles, shape changes are more likely 
under similar conditions. For the latter particles, fragmentation is drastically 
suppressed in more polar solvents or with the shortening of the alkanethiol 
molecular chain.145

Silver nanoparticles were used in photochemical transformations of 
 phenazine and acridine.146 When illuminated, both molecules, which were 
adsorbed on the surface of silver nanoparticles, decomposed with the break of 
the N–C bond in a single-photon process. The reaction rate and the degree of 
photodecomposition depended on the light wavelength. When photolyzed in a 
short wavelength range, phenazine decomposed to give graphite. The rate of 

FIGURE 11.9 Illustration of a photoreaction involving AgxSC12H25 nanoparticles dispersed in 
cyclohexane.144
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phenazine decomposition was higher as compared with that of acridine, which 
apparently was associated with different orientation of their molecules on the 
surface of silver nanoparticles. The authors of this study,146 have not yet found an 
explanation for the decomposition of these molecules on the silver  nanoparticle 
surface. New bands at 543 and 619 cm−1, which were close to the bands observed 
at the adsorption of quinazoline on the silver surface, were revealed in the acri-
dine spectra.147 It was noted that the rate and the depth of the described photore-
actions were unrelated to one another. It was assumed that to be decomposed, the 
molecules of phenazine and acridine should either be adsorbed on the definite 
surface sites or should possess definite geometrical configurations, which would 
provide the participation of only a small part of molecules.

The optical properties of gold nanoparticles measuring 2.5, 9, and 15 nm, 
which were synthesized by γ-radiolysis of KAuCl4 salt in water and stabilized 
in polyvinyl alcohol, were studied.148 Solutions containing 2.5-nm gold par-
ticles did not attenuate transmitted light, while those with larger particles drasti-
cally reduced the intensity of a laser pulse with a wavelength of 530 nm. The 
observed effects were attributed to the appearance of a large number of light-
scattering centers formed as a result of laser pulse-generated evaporation of 
gold nanoparticles. It took several nanoseconds for the light-scattering centers 
to be formed; the greater part of these centers relaxed to the initial state; at the 
second pulse, a part of them degraded into small particles.

Time-resolution laser measurements were employed for studying electron–
phonon interaction in metal particles, which included gold particles measuring 
2 to 120 nm and bimetallic particles containing Au, Ag, Pt, and Pd. Most of the 
detailed studies were carried out for particles built of either Au cores with Ag 
shells or Au core with Pb shells. All particles were synthesized by radiolysis.149 
For gold, in contrast to, e.g. silver, the time scale of electron–phonon interaction 
was shown to depend on the particle size.150

Nanophotonics is a new field that studies the optical properties of objects 
with sizes much smaller than the wavelength of light.

In connection with this, we mention only those studies, which consid-
ered the possibilities of synthesizing and utilizing nanosize quantum dots, 
quantum wells, and quantum wires in inorganic semiconductors.26 The 
efforts of scientists were largely concentrated on studying linear optical 
effects, whereas the development in the field of nonlinear optical nanoscale 
phenomena has just begun.151 The problem and prospects of nanophotonics 
have been analyzed.152

One of the directions aimed at the production of cheap and renewable energy 
is based on the development of organic solar cells. The use of hybrid materials 
offers great possibilities in this field. Solar cells were obtained by quaternary 
self-organization of various porphyrins (donors) and fullerenes C60 and C70 
(acceptors) by their clusterization with gold nanoparticles on nanostructured tin 
dioxide films.153–156 The prepared composition proved to have 45 times higher 
power conversion efficiency as compared with a reference system containing 



326 Nanochemistry

both single components of porphyrin and fullerene. A combination of porphyrin 
and fullerene is considered as an ideal donor–acceptor couple, making the accel-
eration of photoinduced electron transfer and the slowing of charge recombination 
possible, which results in generation of long-lived charge-separated states with 
a high quantum yield.157–159

11.5 APPLICATIONS OF CNTs

CNTs can be used as both massive articles and miniature devices. In the first 
case, vast amounts of nanotubes are used as fillers in composites, current 
sources, adsorbents, and accumulators of gases. In the second case, nanotubes 
are used for manufacturing various electronic devices, field electron emitters, 
superstable probes for microscopes, and sensors.

As various application fields are rapidly developed, it is difficult to embrace 
everything; this is why we show those examples, which, from our viewpoint, are 
most closely related to nanochemistry.

Polymethylmethacrylate filled with oriented nanotubes served as a  material 
for fabricating strong fibers.160 Polymeric membranes filled with nanotubes 
were created for detecting large neutral molecules.161 Great expectations in 
electronics are associated with the use of nanotubes. As was repeatedly stressed, 
the transition from the currently exploited micrometer sizes (0.1–1.0 µm) to 
nanometer sizes (1–10 nm) entails the changes in the material properties. In 
nanochemistry, a single atom or molecule is the limit of miniaturization; how-
ever, it is difficult to connect leads to such species. Hence, in electronics, great 
attention is drawn to CNTs, which, depending on their structure, can exhibit 
conduction of either metallic or semiconductor types.162

Methods used for synthesizing single-walled nanotubes and the potentiali-
ties of the development of devices on their basis were considered.163 In doing 
so, attention was drawn to the fact that in contrast to the traditional way, which 
is based on an approach from the top-downward or from large to small, the elab-
orate promising methods are based on an approach from the bottom-upward, or 
from small to large, from simple to complex.

The effect of the chemical nature of adsorbed molecules on the character-
istics of electronic devices was discussed.164 For particles of nanoscale sizes, 
adsorption of foreign molecules can change their electronic properties. Yet 
another problem of using nanotubes as electronic devices is connected with the 
noises caused by the electric current flow.165 The molecules adsorbed on the 
external surface of a carbon nanotube were supposed to be the source of these 
noises. In turn, this effect can be used for the development of highly sensitive 
sensors.166

The chemical fabrication of electronic circuits involving multiwalled nanotubes 
was described.167 Carbon tubes were obtained by catalytic pyrolysis of methane.

The chemical methods of assembling structures from nanotubes have just 
begun to develop. Recently, much attention was paid to the preparation of 
Y-shaped tubes, which was accomplished by the pyrolysis of a mixture of gaseous 
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nickelocene and thiophene at 1000 °C.168 The yield of tubes with a joint angle of 
ca. 90° and a diameter of 40 nm approached 70%. The volt–ampere characteris-
tics of the synthesized tubes were asymmetric with respect to the bias current. 
This points to the rectifying properties of the synthesized tubes. Among the other 
chemical methods, these results deserve special attention.169

Great efforts were concentrated on the research and possible applications of 
emission properties of CNTs. Nanotubes are promising as an emission mate-
rial because of their high length-to-diameter ratio, small curvature radius of the 
tip, and the enhanced conductivity, heat conduction, and chemical stability. The 
studies dealing with field emission of tubes still demonstrate many unsolved 
problems and inconsistences. To use nanotubes in the manufacture of displays, 
it is necessary to reduce their cost and develop technologies for fabrication of 
extended surfaces with uniform and reproducible characteristics. Work in this 
direction is being carried out in many countries. The prospects of the develop-
ment and application of emission properties of nanotube-based materials were 
discussed.170

Nanotubes can emit electrons at a comparatively low applied voltage. This 
allowed a microwave generator to be developed based on CNTs.171 From the 
viewpoint of its developers, such systems can be used for miniaturization of 
mobile-telephone communication stations and elongation of their service life. 
In designing telephones, one can also use the properties of nanotubes to change 
the electrical characteristics under the effect of mechanical stresses.171

CNTs are assumed to be competitive with metal hydrides as the reli-
able high-capacity systems for hydrogen storage.172 Hydrogen has advan-
tages over hydrocarbon fuel, because its combustion produces only water 
vapors that do not contaminate air. Accumulation of hydrogen in CNTs was  
discussed.173

The sensitivity of single-walled nanotubes to gases and their ability to 
change their electric resistance and thermal emf during the gas adsorption 
were observed.174 Such properties of tubes make it possible to use them as 
sensor materials. Based on single-walled tubes, sensors for nitrogen dioxide, 
ammonium, and oxygen were proposed.123,165 Sensors based on nanotubes are 
characterized by short response times and high sensitivity. As compared with 
conventional solid-state oxide sensors, the sensitivity of transducers based on 
nanotubes increases by several orders of magnitude. Thus, the response of such 
a transducer to the presence of 0.02% NO2 consisted in the increase in conduc-
tivity by three orders of magnitude in 10 s, while the introduction of 1% NH3 
decreased the conductivity by two orders of magnitude in 2 min. To return the 
system to the initial state, it had to be heated to 400 °C, while its relaxation 
at room temperature proceeded very slowly. Density-functional calculations 
have shown that the energy of the NO2-molecule bonding with a single-walled 
tube is approximately 0.9 eV,123 their interaction resembles chemisorption, and 
the charge transfer increases the number of holes. The interaction with ammo-
nium represents physical adsorption. Being a Lewis base, ammonium donates 
 electrons to nanotubes, thus decreasing the number of holes.
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The use of nanotubes as gas sensors was analyzed.175 Measuring several 
square micrometers, the nanotube-based sensor materials are miniature, rela-
tively cheap, and can be used at room temperatures. Similar to the sensors based 
on metal nanoparticles, the use of CNT-based sensors is associated with the 
problem of selectivity that arises when analyzing complex mixtures of gases.

For determination of the composition of liquids, the shifts of the IR spec-
trum lines observed upon immersion of single-walled nanotubes into liquids 
were proposed for using as the indicator. The spectral shift depends on the sur-
face tension of liquids, which can also be used in analysis.176

Nanotubes have already found application as probes for microscopes. 
STM probes are traditionally fabricated from tungsten or platinum; cantilevers 
for AFM are made of silicon or Si3N4. It was proposed to use nanotubes as 
probes.177 By attaching a single-walled tube to a silicon cantilever, the service 
life of the latter could be increased. The use in cantilevers of chemically inert, 
hydrophobic, thin, and flexible CNTs allowed narrow cavities to be analyzed 
and soft biological samples to be studied.

The use of hydrocarbon pyrolysis allowed a single nanotube to be grown 
immediately on the microscope probe.178 A current most promising method 
combines the chemical deposition of a tube from the gas phase onto a special 
cartridge, which is accomplished by catalytic pyrolysis, and the electric field-
promoted transfer of the tube from the cartridge to the probe’s tip.179

Single-walled CNTs were proposed for using as nanoelectrodes in electro-
chemical applications.

The fabrication of tubes with carboxyl groups at their ends was described.180,181 
Tubes were obtained by oxidation in air at 700 °C, which allowed a probe micro-
scope with a high chemical sensitivity and an ability to analyze substances at the 
atomic and molecular levels to be developed. Probes with amine, hydrocarbon, 
and biologically active groups were obtained. In principle, various functional 
groups can be attached to the carboxyl group, which makes possible the fabrica-
tion of probes with different target functions. It was found that a probe with car-
boxyl groups exhibits acidic properties, a probe with amine groups has alkaline 
properties, and hydrocarbon groups render hydrophobic properties. In contrast 
to the probes fabricated of silicon oxide with functional groups attached to their 
side surface, in nanotube-based probes, functional groups are attached only to 
their ends. Moreover, an open end with a diameter of 1.4 nm contains about  
20 atoms, which allows fabricating probes with single functional groups of 
known structure. The tips of such probes can be used for carrying out selective 
chemical reactions. Cantilevers modified with CNTs allowed the AFM resolu-
tion to be enhanced and can be used in studying aqueous solutions, which is of 
special interest when analyzing biological samples.

It seems quite natural to use nanotubes as supports for catalysts and sorbents. 
This idea was brought forth virtually immediately after the discovery of nano-
tubes.182 Catalysts can be obtained by filling both the internal and external sur-
faces of tubes. A study was carried out with multiwalled CNTs. Ruthenium-based 
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catalysts were prepared in the course of arc discharge synthesis of nanotubes, 
which yielded multiwalled tubes with a specific area of 27 m2/g. This catalyst 
was used in the hydrogenation of cinnamic aldehyde.183 The yield of hydrocin-
namic alcohol was increased to 80%, while the selectivity increased from 30 
to 92%. The effectiveness of different carriers in catalytic hydroformylation of 
propylene was compared.184

The unique properties of CNTs can probably be realized in full measure within 
the framework of molecular nanotechnology for the fabrication of functional devices 
and structures by their assembly from atoms and molecules. Such self-reproducible 
assembling should proceed in accordance with the laws of chemistry, which, for the 
case of interaction of several separate atoms and molecules, operate in a different 
way as compared with the common chemical reactions that involve vast amounts of 
molecules. Different types of probe microscopes play a definite role in solving this 
problem. Thus, the development of a scanning probe microscope of the tweezers 
type opened up great possibilities.185 The tweezers’ function is performed by two 
gold leaflets separated by a glass layer and furnished with tips formed by nanotubes 
with a diameter of 100 nm. The electric field allows one to move small particles 
by jointing and opening the nanotubes. By decreasing the tube diameter, one can 
handle particles measuring 1–2 nm, i.e. single molecules and tens of atoms.

For self-assembling of CNTs, it was proposed to use their solubilization in a 
solution of tetraoctylammonium bromide in tetrahydrofuran (THF), followed by 
subjecting them to a DC electric field.186 Under the effect of the field, the tubes 
self-assembled into stretched bundles anchored to the positive electrode, thus 
forming a film. At a voltage ~40 V, all tubes from the suspension were depos-
ited on the electrode; at voltages higher than 100 V, the bundles were aligned 
normally to the electrodes. The demonstrated method of aligning single-walled 
CNTs in the electric field opens up new possibilities of achieving electric con-
tacts in nano and microdevices.

Studies devoted to filling tubes with different substances have shown that 
CNTs can be considered as a sort of chemical reactor. Results obtained, to date, 
already allow us to the reason that chemical reactions in the internal voids of 
tubes differ from those occurring under ordinary conditions. Such phenomena 
as crystal fusion and liquid crystallization also differed from those observed 
under ordinary conditions.187

The synthetic methods are being constantly developed and modernized. 
Syntheses of tubes were accomplished under hydrothermal conditions by bom-
barding a mixture of nanosize graphite and iron with hydrogen atoms.188 Nano-
chemistry plays the key role in the production of tubes uniform in size and 
structure; their synthesis is among the current burning problems.

11.6 NANOCHEMISTRY IN BIOLOGY AND MEDICINE

Nowadays, a new direction in nanochemistry, which is aimed at synthesizing 
and applying the systems built of metal nanoparticles (mainly, gold, and 
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silver) and various biological molecules (DNA, peptides, and oligonucleotides), 
is actively developed.

To be used in biology or medicine, various nanoparticles that usually  possess 
hydrophobic stabilizing coatings should be transferred to aqueous solutions. 
The most straightforward and well-developed method is to exchange hydro-
phobic ligands for hydrophilic ones.189–191 Ordinary ligand exchange was often 
used for the stabilization of nanoparticles in water. Additional advantages are 
offered by using stabilizing molecules containing several groups capable of 
interacting with a nanoparticle.192,193

The hydrophilic part of a stabilizer molecule should either be charged, e.g. 
negatively charged carboxy groups, or have polymeric “brushes” of polyethyl-
ene glycol or dextran.194 For stabilizing nanoparticles in water, surface silaniza-
tion processes were used, when the hydrophobic ligand shell was replaced by a 
layer of silane molecules.195,196

Further strategies in stabilizing nanoparticles are based on using  amphiphilic 
polymeric molecules.197 The hydrophobic part of an amphiphilic molecule coor-
dinates with the hydrophobic stabilization shell around a nanoparticle, whereas 
its hydrophilic part points outward into the solution, thus facilitating water solu-
bility. This procedure was used for transferring Au, CoPt3, Fe2O3, and CdSe/
ZnS nanoparticles to water.198 The advantage of this procedure consists in the 
absence of ligand exchange, which allows applying it to virtually any particle. 
A certain drawback is associated with an increase in the particle volume owing 
to the presence of several stabilizing layers. At the same time, the presence of 
considerable amounts of amphiphilic polymers facilitates the incorporation of 
various functional groups immediately into the nanoparticle shell, thus provid-
ing its binding with biologically active molecules.

Several methods were used for linking biomolecules to nanoparticles. 
The simplest method involves adsorption of biomolecules on the surfaces of 
nanoparticles or their stabilizing shells.199 However, the method of chemical 
bonding of biomolecules to nanoparticles proved to be most advantageous. The 
resulting systems were used as sensors for detecting molecules200,201 or labeling 
cells.202,203

Nowadays, attention is focused on DNA–Au conjugates that contain  different 
numbers of DNA molecules per particle. Nanoparticles with exact numbers of 
DNA can be separated using gel electrophoresis.204 Other methods were devel-
oped for sorting nanoparticles with controlled number of biomolecules.205,206 
The number of DNA molecules that can be attached to a single gold particle 
is determined by the size of the latter.207 The methods of labeling cells were 
surveyed by several authors.208,209

Nanocrystals and especially quantum dots can serve as convenient cell 
labels. They were shown to be sufficiently biocompatible and reduce the ten-
dency to photobleaching.210 Moreover, upon the cell division, the nanoparticles 
are passed to both daughter cells; and, therefore, the label is not lost.199,211 For 
example, nanocrystals were introduced into specific cells of Xenopus embryos 
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to follow their development.212 Furthermore, cell-labeling method can be 
extended by using magnetic nanoparticles in drug delivery.213 Drugs are immo-
bilized on the surface of magnetic nanocrystals, and the resulting assemblies 
are directed by a magnetic field to the injured tissue.214 Each nanoparticle type 
has its own intrinsic properties. Semiconductors can serve as fluorescent labels, 
while metals and their oxides form magnetic labels. For many biological and 
medical applications, hybrid nanoparticles with different properties are a good 
choice. Thus, hybrid nanoparticles combining fluorescent and magnetic prop-
erties could be obtained by the direct growth of fluorescent CdS particles on 
magnetic FePt nanoparticles.215 The obvious advantage of these particles is a 
negligible gap between their domains, which allows investigating the coupling 
between different domains of hybrid particles. No energy transfer or tunneling 
is possible when nanoparticles are farther than a few nanometers apart. Another 
important problem is the preparation of hybrid nanoparticles containing more 
than two components. Along with the preparation of hybrid materials, much 
effort is concentrated on the creation of assemblies of hybrid materials with 
exactly defined structures. Some success in this direction has already been 
achieved.216

Building organized assemblies involving biomolecules entails a number of 
disadvantages. First, biological molecules used for binding nanoparticles also 
act as spacers that create a gap between the nanoparticles. Moreover, the link-
age of biomolecules to the nanoparticles is not stiff but rather flexible. Such 
flexibility suggests that nanoparticles are not bound in rigid assemblies, and the 
distance between nanoparticles in an assembly can fluctuate. Additional dif-
ficulties are due to the thermal instability of biomolecules and a possibility of 
their destruction in solutions.

The optical properties of aggregates of gold particles bound by DNA frag-
ments, which included 27–72 nucleotide pairs, were considered.217 Alkanethiol-
modified gold particles with diameters of ca. 15 nm were used. In studying 
how the length of oligonucleotide chains affects the properties of the result-
ing aggregates, it was shown that the chain length defines the position of the 
metal plasmon peak. The sizes of nanoparticle aggregates were determined by a 
kinetic method, because their growth rate depended on the length of oligonucle-
otide chains and on interparticle distances. Among the factors determining the 
growth rate of nanoaggregates, the rate of binding DNA-linkers with comple-
mentary DNA on the surface of gold nanoparticles (k1) and the rate of aggregate 
growth (k2) are the most important. Linkers are the untwisted segments of the 
double-chain DNA that binds densely packed DNA stabilized by proteins and 
polyamines. Optical changes were also observed when nanostructures formed 
by the two longest nucleotides linkers were annealed at temperatures below 
the melting point. Thus, DNA linkers can be used for kinetic control over the 
aggregate growth.

Combinations of nanocrystals with biomolecules were proposed for using 
in new detection schemes.218 A synthesis of CdS/ZnS core–shell semiconductor 
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quantum dots with Au nanoparticles was described. The structures obtained had 
one quantum dot in the center and a discrete number of Au nanocrystals (one 
to seven) attached to it through a DNA.219 The use of DNA as the scaffolding 
material allowed controlling the Au–quantum-dot distance and the number of 
gold nanocrystals around the central quantum dot. Such systems can be used 
as traditional biological labels as well as for studying the interaction between 
nanoparticles and quantum dots.

A positively charged complex of DNA and CdSe nanorods that exhibited 
high luminescence was synthesized. The complexes could self-assemble to form 
either a filamentary netline or spherical nanostructures. Filamentary nanorods 
of CdSe and DNA exhibited strong linear polarized photoluminescence owing 
to the unidirectional orientation of nanorods along the fibers.220 The processes 
of self-assembling of DNA–CdSe and some other nanostructures were analyzed 
in detail.221

Gold nanoparticles of 2-nm diameters covered with monolayers of trimethyl 
ammonium were found to recognize and stabilize peptide α-helices.222

A new method of incorporating biomaterials into living cells was 
 proposed.223 The method is based on electrosputtering (electrostatic spraying) 
of metal particles that carry large electric charges and have high rates of sput-
tering. When metal particles covered with genes were dispersed by means of 
elaborate equipment, they disintegrate to liquid droplets under the effect of the 
external nonuniform field. The resulting gene fragments had a charge of the 
same sign as the metal particles and were present at a high concentration. Fibro-
blast cells of monkeys were used as the living cells; a suspension of fluores-
cent protein-labeled plasmids and also plasmids with gold particles measuring 
5–10 nm (plasmids are extrachromosomal formations representing closed rings 
of double-chain DNA) served as the biomaterial. By using UV-fluorescence 
microscope, it was shown that a plasmid suspension with gold could penetrate 
into the cells. Of particular importance is the fact that a plasmid suspension that 
did not contain gold also penetrated into the cells and was incorporated into 
its DNA. From the viewpoint of the authors,223 this deserves most attention, 
because they managed to do without gold, which is traditionally used for pen-
etration into cells. It was noted that electrosputtering opens up new possibilities 
for transfection and gene therapy.

Nanoparticles containing admixtures of gadolinium ions were proposed as 
a new contrasting material to be used in magnetic resonance studies in medi-
cine. Such particles with a diameter of 120 nm are sufficiently small to penetrate 
blood vessels. They were used in obtaining images of heart and gastrointestinal 
tract of rats.224

The possibility of using different types of quantum dots for labeling 
 biological cells, tissues, bacteria, and viruses was actively explored. As com-
pared with organic dyes, these labels exhibited higher photostability and sen-
sitivity. However, the toxicity of quantum dots was reported by the example of 
CdSe.210 Notwithstanding, the applications of animal quantum dots as  biolabels 
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for diagnosing diseases were actively developed.186,220,221 A one-step  synthesis 
of water-dispersible multifunctional core–shell quantum dots CdS:Mn/ZnS 
measuring 3.1 nm, which was performed in water–oil emulsions, was pro-
posed.225 The fluorescence, radioopacity, and photostability of such quantum 
dots were studied earlier.226 These properties were attributed to the effective 
surface passivation by zinc-sulfide crystals that surround the crystalline core 
CdS:Mn. Cadmium ions provided radioopacity of quantum dots, while mag-
nesium ions were responsible for the magnetic properties. The effectiveness of 
CdS:Mn/ZnS quantum dots as biolabels was demonstrated in studying brain 
tissues of rats.

Various thiols were actively used for stabilizing nanoparticles of different 
metals, especially, gold. Recently, attention was focused on self-organization 
processes that affect the chemical and catalytic properties of metal nanopar-
ticles.227–229 The exchange between the protective ligand coating of a gold 
nanoparticle and para-substituted benzyl hydroxyalkyl nitroxide was studied 
by EPR technique.230

The synthesis of gold nanoparticles coated with dipeptides containing thiol 
groups SH–(CH2)11CO–His–Phe–OH was described.231 By using this peptide 
together with HS–(CH2)7–CONH–(CH2OCH2O)3–CH3, the protected gold 
clusters were synthesized and then employed in the hydrolysis of esters.227 By 
the example of 2,4-dinitrophenylbutanoate, a 300-fold increase in the rate of 
hydrolysis was observed in the presence of nanoparticles.

Self-assembling of biological molecules into various nanoarchitecture 
assemblies can assist the conversion of information contained in them into 
physicochemical signals. More detailed studies of self-assembling were con-
ducted for large molecules such as proteins,232 oligopeptides,233 and nucleic 
acids.234 For small biomolecules, self-assembling of adenosine-5′-triphosphate 
and a dichlorine-substituted thiocarbocyanine dye into excitation-delocalized 
nanowires was described. According to TEM studies, the latter were ~10 nm 
wide and several micrometers long.235

Spherical polystyrene particles can also be used for labeling biomolecules. 
These particles were treated with surfactants, which represented a mixture of 
polyethylene and polyethylene glycols swelled in toluene. The latter solvent 
was removed by heating to 98 °C. This process was stabilized by a surfactant 
that contained biomolecules and fluorescent molecules attached to its active 
groups.236

Enzymes are powerful biocatalysts in water but display much weaker  activity 
in organic solvents owing to poor solubility. Nanopores of nanostructured 
amphiphilic networks prepared by the nanophase separation of hydrophilic and 
hydrophobic phases can serve as nanoreactors, which allow using enzymes in 
organic solvents.237 An enzyme is entrapped in the hydrophilic domain, while 
the substrate is introduced into the hydrophobic phase. The potentials of 
this method were demonstrated for the oxidative coupling of N,N-dimethyl-p-
phenylene diamine and phenol with tert-butyl hydroperoxide in hexane to yield 
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an indophenol dye, which was catalyzed by the network-entrapped horseradish 
peroxidase.

The chemical activities of solid organic drug substances and their biological 
activities strongly depend on their polymorphic modification, supramolecular 
organization and structural ordering, and particle size and shape. These specific 
features determine the biopharmaceutical and therapeutic activities of the drug 
forms. Production of structure and size-modified drug substances was realized 
via cryoformation of the solid-phase substance by a metastable state obtained by 
low-temperature condensation of their vapors on the cooled surface.238 Obtain-
ing structural modifications of drug substances was realized using static and 
flow vacuum setups. Organic vapor condensation was carried out on polished 
copper cube or glass tube cooled by liquid nitrogen. The samples of gabapentine 
(1-aminomethyl)cyclohexaneacetic acid, moxomidine 4-chloro-N-(4,5-dihydro-
1H-imidazol-2-yl)-6-methoxy-2-methyl-5-pyrimidinamine, and carvedilol 1-
(9H-carbazol-4-yloxy)-3-[[2-(2-methoxyphenoxy)ethyl]amino]-2-propanol 
were studied. Physical and chemical properties of cryomodified substances 
were studied by UV and FTIR spectroscopy, microscopy, and by X-ray dif-
fraction. The composition of the former compounds and condensation products 
were controlled by chromatographic methods. By using gabapentin, the forma-
tion of three different forms was established. One of them is new where the 
size of particles obtained at 77 K was equal to 0.5 µm. The size of the particle 
increases with an increase in the condensation temperature. Minimization of 
particle size during cryoformation was also found (for moxomidine and carve-
dilo). The modified drug substances possess biological activities different from 
the former substances.

Nanostructures built of biological molecules represent supramolecular 
assemblies, which can easily undergo various chemical modifications. Peptide 
nanotubes similar to CNTs as regards their morphology were synthesized. The 
diphenylaniline-based tubes were proposed for use in electrochemistry.218

Mixed protective monolayers were proposed for application on metal 
nanoparticles, e.g. gold, to carry out specific reactions with biological mole-
cules such as proteins.239

Studies directed at the elaboration of inorganic, biologically compat-
ible,  materials are carried out. One of such substances is hydroxyapatite 
Ca10(PO4)6(OH)2. The synthesis of hydroxyapatite crystals of different 
shapes and sizes was accomplished.240–242 In one of the studies,240 hydroxy-
apatite particles were obtained by the rapid mixing of solutions of Ca(OH)2 
and H3PO4. For analysis, the particles were sampled from the solution at 
different times upon the addition of acid. In 104 s, all particles represented 
nanoplates with hydroxyapatite lattice. The analysis of experimental results 
revealed the appearance of a new form, which was named two-dimensional 
crystalline hydroxyapatite. The synthesized substance is a highly effective 
drug, which stimulates osteogenesis at the implantation of bone tissue in  
living organisms.



335Chapter | 11 Nanoparticles in Science and Technology

The possibilities of application of biological molecules for identification of 
widely used inorganic materials were analyzed. This was accomplished using 
the principles of selective binding known in molecular biology. The use of selec-
tive binding of peptides with various semiconductors for the development of 
nanocrystalline assemblies was proposed.243 It was shown that the use of nano-
crystalline semiconductors allows one to extract certain peptides, the latter being 
linked with high specific bonds with the surface of these semiconductors. As 
substrates, five different single-crystal faces of the following semiconductors: 
GaAs (100), GaAs (111) (with gallium atoms on the surface), GaAs (111) (with 
arsenic atoms on the surface), InP (100), and Si (100) were chosen. It was found 
that among the wide diversity of randomly chosen peptides, each substrate 
was picked and selectively bonded with a definite sequence of amino acids. 
The resulting nanocrystalline assemblies were examined by means of anti-
bodies labeled with 20 nm gold particles and also by means of transmission 
and fluorescence microscopes, photoelectron spectroscopy, AFM, and STM.

Figure 11.10 demonstrates two different approaches to the formation of 
assemblies of biomolecules on the surface of inorganic materials.244 The devel-
opment of these approaches is a challenging problem in material science of the 
twenty-first century. The role of the surface in the self-organization of biomol-
ecules, particularly peptides, was discussed.245 Problems of biomimetism, the 
interaction of biological molecules with inorganic surfaces, and bioengineering 
were surveyed.246

FIGURE 11.10 Two approaches to assembling inorganic materials into more complex structures 
using biological molecules: (a) the use of complementarity of two biomolecules and (b) the use of 
the interaction of a biomolecule with an inorganic material.244
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The application of various nanoparticles in biology and medicine poses 
 certain problems. Most metal and semiconductor nanoparticles are synthe-
sized and stabilized in organic solvents. To use them, e.g. in biochemistry, it 
is necessary to transfer them into aqueous solutions, whereas their further use 
in medicine requires the attachment of drugs to them. To realize such transfor-
mations, which are additionally complicated by self-organization of particles, 
attempts were undertaken to use the key–lock principle, which was developed 
for enzyme reactions, on the molecular level.

In recent years, several approaches to synthesizing these materials were 
developed. One approach is based on assembling the receptor–ligand-mediated 
groupings of building blocks to form new multifunctional structures.204 Another 
approach consists in the arrangement of ligand-modified blocks on a surface that 
is patterned with receptor molecules.247,248 The latter approach was used for the 
fabrication of conducting DNA-based metallized molecular wires.249 A method 
for labeling of specific receptors in a cell with ligand-modified building blocks 
was developed.250,251 Such labels most often represent organic fluorophores.

The prospects and problems of synthesizing two- and three-dimensional 
nanostructures based on biological principles were discussed.252 From the view-
point of the authors, in this century, the strategy of synthesizing complex assem-
blies from simpler components will be actively developed. Biological structures 
can be used as surface detectors for organizing the linkage of large organic and 
inorganic blocks. In fact, this will allow one to synthesize new materials by 
employing the principles developed in the course of evolution for assembling 
complex functional systems.

11.6.1 DNA-modified Nanoparticles

Although DNA-nanoparticle species have been mentioned earlier, some 
recent developments need to be briefly added, and two excellent reviews are 
mentioned.253,254

Actually, the DNA–Au nanoparticles’ (NPs’) field started in 1996 with 
two papers published simultaneously.255,256 The gold nanoparticle provides an 
excellent scaffold on which biomolecules can be anchored. These DNA mol-
ecules need to be prepared with a thiol-end group, and once prepared, these 
species are stable, soluble in water, and most importantly, exhibit intense optical 
properties that are dependent on particle size, shape, and state of aggregation.257

Combining the recognition properties of DNA with the optical properties 
of gold allows these new materials to exhibit unique properties and is leading 
to many useful bio-related devices.254 The first of these devices is illustrated in 
Figure 11.11.

It has been learned that the amount of DNA attached to a gold nanoparticle 
can vary greatly depending on the salt concentration and on particle size.258

Assembly of DNA–Au NPs into highly ordered crystals have produced both 
FCC and BCC structures259,260 in solution, which were analyzed by small angle 
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X-ray scattering. Applications of these DNA–Au NPs take advantage of their 
intense optical properties, strong binding properties, short melting transitions, 
and high DNA loadings.253

These unique properties have allowed them to be used in the design of several 
diagnostic systems: detection of DNA, protein detection, metal ion detection, 
and small organic molecule detection. Current work is directed to therapeutics, 
and progress will depend a lot on how these materials behave in vivo and how 
they can be eliminated from the human body.254
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Conclusion

At present, nanoscience and nanotechnology are being developed very rapidly.
Some researches of fine particles, particularly, of metal atoms and clusters 

in low-temperature matrices were already carried out back in the past century. 
The last decade of the twentieth century marks the transition to the active state 
of the development of studies on the synthesis of small-scale metal particles and 
investigation of their physicochemical properties. However, the impetus to the 
rapid development of nanotechnology was given in the beginning of the twenty-
first century due to the admission of “the national nanotechnology initiative” 
by the USA.

Before the beginning of the twenty-first century, different terms were used. 
The word “nano” and the terms such as nanophysics, nanochemistry, nanoma-
terials, and nanobiology, which now make up the main content of nanoscience, 
were known and used by only a small number of scientists, while the majority 
of scientists used the term “ultrafine particles”.

Today, nanoscience and nanotechnology are among the most important 
directions of modern natural science.

New programs, laboratories, centers, and faculties have appeared and are 
being developed further. The concepts of nanotechnology and nanomaterials are 
beginning to be reflected in school programs.

The transformations of substances studied by chemistry and nanochemistry 
serve as the basis for new processes used in nanotechnology and in the syn-
thesis of nanomaterials. It can be said with confidence that the state of the art 
and prospects of nanochemistry largely determine the further development in 
other directions of nanotechnology associated, for instance, with medicine and 
material sciences. Some directions of nanochemistry are being developed very 
actively. Certain of these new directions are reflected in the second edition.

The experimental results allow formulating certain general conclusions and 
potential directions in studying chemical properties and reactivity of different 
elements in the periodic table as a function of the particle size.

Nanochemistry as an important part of nanoscience is divided into several 
separate directions. A traditional approach allows separate consideration of fun-
damental and applied directions. However, nowadays, the progress in funda-
mental scientific research virtually removes the boundaries and shortens the 
time between discovery of a new phenomenon and its practical application. Fun-
damental studies should be aimed at solving the definite problems of practice. 
At the same time, it is quite clear that concrete applied studies are impossible 
without serious, in-depth, and purely scientific investigations. The origination 
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and development of nanoscience and nanochemistry as its most important com-
ponent reflects the contemporary development of natural science.942

Yet another peculiarity associated with the development of nanoscience and 
nanochemistry, namely, their interdisciplinary character, deserves mention. The 
scope, approaches, and methods used in physics, chemistry, biology, and mate-
rial sciences are closely interlinked. For such a situation, the successful devel-
opment of various branches of nanoscience as a whole and nanochemistry in 
particular implies the organization of the cooperation of scientists in different 
fields within the frames of a common problem or program. The interdisciplinary 
character of nanoscience requires modernizing education and training of scien-
tists in a new direction that will determine the development of natural science 
in the twenty-first century.

Turning back to nanochemistry, it should be mentioned that solution of 
many relevant problems is associated with using and elaborating various physi-
cal research methods. Thus, to find how the chemical properties and reactiv-
ity depend on the sizes of particles taking part in a reaction, it is necessary to 
employ methods that would allow one not only to determine the size of particles 
but also to follow the dynamics of their properties in the course of chemical 
reactions.

The experimental results obtained to date provide numerous concrete exam-
ples of unusual chemical reactions that occur with the participation of atoms, 
clusters, and nanoparticles for a wide range of elements in the periodic table.

These studies should be developed further. It seems quite probable that 
by carrying out the already known reactions of metals with the use of their 
nanoparticles, one can discover a lot of new unexpected transformations.

A certain exception is the reactions of particles obtained by multiple sepa-
ration in the gas phase, which make it possible to follow the activity changes 
depending on the number of atoms.

Chemical reactions of nanoparticles with different sizes in liquid and gas 
phases were scarcely studied, to date, over a wide temperature interval. Such 
experiments would allow one to gain an insight into the effect the size of a par-
ticle exerts on the periodic changes in its chemical activity. This information in 
combination with high-level quantum-chemical calculations would allow us to 
make a first step from fragmentary explanations on how the number of atoms in 
a particle affects its activity toward the development of the general theory that 
would relate the size with chemical properties. However, at present, the experi-
mentally feasible strategy is to consider reactions in different phases as merely 
separate problems of nanochemistry.

In the present stage, which reflects the traditional approach of chemistry 
based on the transition from reactions in the gas phase to those in the liquid 
and solid phases, the gas-phase processes that allow one to study reactions of 
ligand-free particles have gained importance. Dealing with ligandless particles 
brings up the problem of their assembling into blocks of certain size and the 
subsequent analysis of interactions of such blocks. To understand and simulate 
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these processes, one has to determine the size and the energy state of all par-
ticles of different sizes. The introduction of stabilizing ligands brings up addi-
tional complications into this analysis due to the competition between different 
types of interactions. Such clusters play a special role in nanochemistry for syn-
thesizing monodispersed particles and for studying the periodicity of their prop-
erties and peculiarities of the formation of more highly organized ensembles. 
Ligand-free particles are also a promising model for studying the quantum-size 
properties. New methods should be developed for synthesizing ligand-free par-
ticles and determining their structure. Such particles form the basis for building 
more complex assemblies.

As a rule, ligand-free clusters are obtained in nonequilibrium, metastable 
states. Elucidation of the mechanism of their synthesis would allow conducting 
a direct search for stabilizing ligands, materials-precursors, and ligands-spacers 
that regulate the distances between individual clusters. This would allow one to 
exercise control over self-organization processes and regulate the synthesis of 
materials with new properties that cannot be obtained by conventional methods.

Nonequilibrium metastable structures tend toward stabilization. Such states 
are realized owing to the formation of, as great as possible, the number of stable 
bonds. Probably, it is this process and the multielectron structure that determine 
the great number of free-energy minimums obtained in calculations. The devel-
opment of quantum-chemical methods for analyzing and simulating ligand-free 
clusters is an intricate problem. Such experimental studies require very sophis-
ticated and expensive equipment and may involve difficulties associated with 
temperature measurements.

In the liquid phase, the development of studies of chemical properties as a 
function of the size of particles taking part in the reaction has just started. As 
compared with the gas phase, the synthesis of metal nanoparticles in the liq-
uid phase is a simpler and less expensive task. At the same time, it is difficult 
to exercise desired control over the size of synthesized particles, which often 
depends on the synthetic method.

In modern nanochemistry, attention is being shifted from inorganic nanopar-
ticles (metals and semiconductors) to nanoparticles synthesized from various 
organic compounds. The development and refinement of methods for synthesiz-
ing organic nanoparticles is an individual problem of great importance for mod-
ification of drugs. For nanochemistry, the most important direction is the study 
of the interactions between organic and inorganic particles because this can lead 
to quite unexpected results and systems with new physicochemical properties.

Actually, the methods of synthesizing metal nanoparticles can be divided 
into “wet” and “dry”. Each of them has its own advantages and drawbacks. Both 
the methods can be used for the synthesis of hybrid nanomaterials, which is of 
special importance for combining organic and inorganic compounds, prepara-
tion of symmetrical and asymmetrical core–shell nanosystems and multicom-
ponent one- and two-dimensional structures and particles, which exhibit several 
valuable properties.
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Particles with sizes from 1 to 10 nm and of sufficiently narrow size distribu-
tions were obtained. However, as already mentioned, only few studies on the 
effect of the particle size on their properties are available. From our viewpoint, 
this is determined by two factors. First, the works on regulating the number of 
atoms in particles are in a preliminary stage. The second and most important 
factor is that in the liquid phase, the particles as a rule consist of metal cores 
and stabilizing-ligand shells. Studying the reactivity of such particles with dif-
ferent chemicals entails a problem of separating the effects of cores and shells. 
The situation is complicated by the fact that the resulting size of a metal core 
depends on the chemical properties of molecules that constitute its stabilizing 
shell. Moreover, the core size defines the conditions of self-organization of 
stabilizing molecules. The complete separation of effects of cores and shells 
and the elucidation of the peculiarities mentioned above was therefore achieved 
only in few cases.

The approaches to solving this problem are associated with synthesizing 
new particles of a definite stoichiometric composition, developing methods for 
preparation of particles with different sizes under commensurable conditions, 
and on conducting a search for new stabilizers and ligands-spacers. The more 
active development of quantum-chemical methods for assessing the effect of 
ligand shell on the properties of metal cores is also necessary.

For liquid-phase reactions involving 1 nm particles, i.e. those that contain 
about 10 atoms, it is still difficult to write stoichiometric equations. This prob-
lem can be solved, if we solve the material balance between the consumption 
of starting reagents and the formation of final products. For the most part, the 
results of gas-phase reactions of metal particles containing several atoms were 
analyzed by merely determining their relative reactivities.

In nanochemistry, the reactions of the gas–solid kind have been increas-
ingly gaining in popularity. They represent catalytic or sensoric processes that 
occur with participation of the solid phase on the surfaces of crystalline par-
ticles in a porous sample. Reactions in low-temperature condensates also pro-
ceed in the solid phase, and their realization depends on either the particle size 
or the cocondensate film thickness. Along with the particle size, the processes 
of accommodation, migration, and stabilization of metal particles also render 
substantial effects on the properties of solids. Moreover, the chemical nature 
of particles interacting with the surface can change the properties of the latter, 
while the changes in the conductivity form the basis for employing nanosize 
metal oxides as the sensor materials.

To create new materials for sensors and catalysis, nanosystems with well-
developed surfaces should be actively elaborated. These are porous structures of 
various shapes such as wires and tubes, porous and doped oxides, and combina-
tions of nanocrystals with different biological molecules.

The development of a new direction of nanochemistry is carried out in line 
with the cryochemical studies of metal particles on surfaces. By using low 
temperatures, the methods for synthesizing highly ordered nanosize structures  
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on various organic and inorganic surfaces as well as those for incorporating 
metal nanoparticles into organic and polymeric matrices have been possible.

On the surface of nanoparticles, the atoms that interact with them are local-
ized in sites with different coordination numbers, usually smaller as compared 
with compact materials. The shapes of deposited particles can be transformed 
under the effect of the surface, while the defects that exist on the nanoparti-
cle surface and differ in both their nature and number can affect the migration 
kinetics, the aggregation, and the structure of assemblies formed. To study such 
effects, it is necessary to extend the possibilities of cryonanochemical synthesis 
on different surfaces. Low temperatures allow obtaining particles measuring 
less than 1 nm, the use of which requires extending the search for new highly 
effective stabilizers. By employing such particles, the new catalysts and sen-
sors, anticorrosion coatings and protective films for optical devices, new drugs 
and dyes, and reagents for deactivation of noxious chemical and biological 
compounds can be manufactured. The successful solution of these problems 
requires developing new high-precision methods for analyzing the composition 
and structure, based on modern experimental techniques.

The use of low temperatures opens up new possibilities in synthesizing and 
studying the reactivity of condensed films with incorporated particles of met-
als and their oxides of various sizes. This provides a way to new chemoresis-
tive nanosystems. The determination of the relationship between the number of 
atoms in a particle on a surface and their reactivity is among the most challeng-
ing problems of nanochemistry.

It is extremely important to develop new thermodynamic and kinetic mod-
els for describing the reactivity of particles with sizes less than 1 nm. The size 
of such particles can be considered as a thermodynamic quantity that performs 
a function of the temperature. The high chemical activity of nanosize metal 
particles allows considering such systems as a sort of chemical nanoreac-
tors with stored energy, which can be liberated in an explosive process. Such 
systems give rise to new reactions, which cannot be realized under ordinary 
conditions.

A more thorough research on the stabilization and self-assembling of atoms 
and small clusters is required. To understand the stabilization processes associ-
ated with the interactions in the core–ligand system, it is necessary to develop 
the production of nanoparticles in a wide temperature range and extend the stud-
ies on the kinetics of ligand reactions with the nanoparticle core and the process 
of ligand self-organization. Of great importance for synthesizing assemblies of 
particles is the chemical reactivity of individual facets of nanocrystals. Exper-
imental and theoretical studies should give definite answers to the questions 
of how the self-assembling of atoms proceeds, whether this process occurs by 
progressive addition of atoms to a particle or, e.g. a tetramer is formed at the 
interaction of two dimers. Moreover, it is vital to know whether the resulting 
assembly of particles retains the physicochemical properties of its individual 
components or whether they can change, and if so in what way. An insight 
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into the peculiarities of self-assembling and self-organization of small particles 
into coarser assemblies will open up new possibilities for synthesizing materi-
als with unusual properties. The least predictable chemical phenomena can be 
expected in the reactions of nanoparticles constituted by several metals.

When studying nanoparticles of various elements either in the volume or on 
the surface, the scientific problems are closely entangled with technological and 
engineering applications of such systems. The fundamental research is directed 
at elucidation of relationships between chemical and physical properties and 
between sizes and shapes of metallic particles. The technological goals are asso-
ciated with using nanoparticles for creating new materials with unique optical, 
electrical, magnetic, mechanical, sensoric, and catalytic properties.

For technological applications of nanoparticles, the so-called problems of 
scaling acquire great importance. At present, various nanosize particles with 
unusual properties can be obtained only in milligram and even in nanogram 
amounts. Synthesizing greater amounts of these compounds, even several 
grams, leads to different, often poorly reproducible results. As a consequence, 
two trends are formed in nanochemistry. One of these trends is determined by 
the quest for new materials and their synthesis, even if that be in small amounts. 
These materials represent sensor materials and nanoelectronic devices. This 
approach can be named as “self-sufficient nanochemistry”. The second trend is 
to use nanochemistry in a large-scale production of materials such as new com-
mercial reagents, e.g. metal oxides and catalysts based on metal nanoparticles; 
powders, composites, and ceramics; and hybrid, consolidated, and other new 
nanomaterials.

In materials comprising small-scale particles, which are obtained under 
nonequilibrium conditions, the processes of relaxation, recrystallization, and 
homogenization that induce changes in their physicochemical and service prop-
erties occur. The stability of crystalline materials depends on the processes that 
control the increase or decrease in the sizes of particles formed in the course of 
synthesizing the material.

The size variations of particles involved in different processes are largely 
determined by their chemical activity. To elucidate the peculiarities of this 
relationship is among the most important problems of nanochemistry and, in 
our opinion, is directly related to the problem of stability of materials used in 
nanotechnology. The development of fundamental knowledge in the field of 
nanochemistry would allow us to gain a deeper insight into the processes that 
occur in various nanomaterials during their long-term service under different 
temperature conditions.

It is impossible to solve the problems of nanochemistry and study the physi-
cochemical properties of nanosize particles without elaborating new experimen-
tal methods for their synthesis, as well as without new approaches to analyze 
their results. Procedures of extrapolating and analyzing the chemical activity 
from the top, i.e. from a compact system to a nanoparticle, have shown little 
promise for nanochemistry. An approach from the bottom, i.e. from individual 
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atoms and molecules that form the lower limit of synthesized particles, has 
proved to be more promising.

In analyzing the activity of metal clusters of different sizes, it should be real-
ized that ligand-free particles in vacuum and ligand-stabilized particles are in 
fact of different formations.

For particles obtained in the liquid phase and used under the conditions of 
high vacuum, the active search for new stabilizers and spacers and the wider 
application of natural and synthetic, organic and inorganic mesoporous carriers 
are necessary. The potentialities of using micelles, microemulsions, and, partic-
ularly, dendrimers and polymers as nanoreactors are far from being exhausted.

The issue of how the shape of metal nanoparticles affects their activity is 
still open to a certain degree. This implies not only a transition from spherical 
particles to those of different shapes, which is of certain importance, but also 
to the activity of particles with one and the same number of atoms but with dif-
ferent shapes. The simplest test is to compare the chemical activity of particles 
consisting of three atoms but shaped either as triangles or linear chains.

Analyzing the activity of particles with different shapes is among the chal-
lenging problems for both experimental and theoretical studies of ligand-free 
clusters. Of yet greater importance is the development of methods for control-
ling the size and shape of nanoparticles synthesized in liquid and solid phases, 
when the particles are incorporated into a matrix or are surrounded by ligands. 
To understand the potentials and specifics of nanochemistry, it is necessary to 
extend the studies to subnanometers (less than 1 nm) and single molecules.

A study of the activity of metal nanoparticles in a wide temperature interval 
provides important information on the mutual effect exerted by temperature and 
size on the activity. The research of ligand-free clusters has already run into a 
problem of the enhanced activity of particles observed with a decrease in the 
temperature. For ligand-stabilized particles, there arises a problem of how to 
separate the effects exerted by the core size and by the nature of the ligand 
shells.

A special place in nanochemistry belongs to particles involved in the realiza-
tion of various biological processes. The major direction of nanochemistry has 
been transferred to the field of nanobiology and nanomedicine. Such studies are 
associated with the problems of nutrition, environmental control, health, and 
life interval. The use of semiconductor quantum dots for labeling cells, tissues, 
bacteria, and viruses has actively developed. The studies on the transferring 
of nanosystems from organic media to aqueous solutions, the transforming of 
hydrophobic nanoparticles into hydrophilic ones, and using enzymes and other 
biomolecules as natural nanoreactors have gained wide acceptance. It is most 
important to elaborate new methods for building assemblies involving both bio-
molecules and inorganic materials. When using nanoparticles in biology and 
medicine, special attention should be paid to the problems of safety because 
of the possible toxicity of applied materials and to the yet incompletely clear 
trends in the fundamental properties of particles, associated with the decrease in 



354 Conclusion

their size. Nanochemistry plays the key role in realizing such processes, solving 
the problems of coassembling and self-assembling, and understanding the link-
age between life sciences and material sciences.

The recent interest in organic nanoparticles is associated, on the one hand, 
with the fact that they are yet insufficiently understood and, on the other hand, 
with the high prospects of their application. The wider use of organic nanopar-
ticles is explained by the development and solution of several problems. At 
present, the majority of synthesized organic nanoparticles involve aromatic and 
polycyclic compounds. Widening the range and chemical classes of organic 
substances convertible to nanoparticles can also extend their application field. 
The existing methods for synthesis and examination of organic nanoparticles 
should be improved and new methods should be invented. A general drawback 
of all organic nanoparticles, which limits their application, is the poor stabil-
ity. Extension of the time and temperature intervals of stability for organic 
nanoparticles and also for nanoparticle-based diagnostic and film composites 
requires further development of research and fundamental studies. One of the 
approaches to solving the problem of regulating the activity and stability of 
small-scale organic particles may be the synthesis of multicomponent, particu-
larly, multilayer, organic–inorganic (e.g. metal) nanoparticles. In such hybrid 
systems, new phenomena may appear, for instance, synergistic effects.

The aforementioned problems associated with organic nanoparticles con-
cern all nanoparticles irrespective of goals and possible applications. Perhaps, 
nanodrugs should be considered separately. Besides the widely elaborated prob-
lem of the delivery of a drug to an affected organ, the problems of synthesis of 
new crystalline modifications of already known drugs and also of preparation 
of their earlier unknown polymer modifications probably deserve special men-
tion. This is all the more important if nanoparticles of the original drug take part 
in the synthesis of new crystals and polymer modifications. In this case, one 
can expect some changes in physicochemical properties such as melting point, 
dissolution rate, solubility, hydrophobicity, hydrophilicity, and donor-acceptor 
properties.

The different physicochemical properties can, in turn, affect the drug activ-
ity. One can expect certain changes in the selectivity of drug interaction with 
cells and receptors of individual organs as well as in drug bioavailability and 
the time it stays in organism. In turn, this can entail certain modifications of 
therapeutic properties. A known drug used in curing certain diseases may find 
new applications. The modified therapeutic activity can result in a decrease in 
the drug dose, which in turn can reduce the costs for synthesizing this drug and, 
more so, eliminate the negative secondary and side effects.

Modern trends in the development of different directions of nanoscience 
allow us to argue that the role of nanochemistry will enhance in the immediate 
future, and its contribution to science and technology in the twenty-first century 
will constantly increase.
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Core–shell particles, structures, 17–18, 20–21, 
45–46, 189, 212–213

Coulomb blockades, 295
Critical film thickness, 98
Cryochemical synthesis, 27–38, 251–257,  

252f
Cryodrying, 251, 267
Cryospraying, 267
CuO particles, 69
Cyclosporine particles, 249

D
D5-androstene-3b,17b-diol, 253, 254f
Dendrimers, 18–22
Destruction of carbon tetrachloride, 96
Diffraction techniques, 76, 81–82, 213
Digestive ripening, 64–69
5-(4-dimethylaminophenyl)-3-(4-

dimethylaminostyryl)-1-phenyl-2-
pyrazoline particles, 242

1,3-diphenyl-5-pyrenyl-2-pyrazoline particles, 
257–258

DNA-modified nanoparticles, 336–337, 337f
Drug modification, 334
Drug nanoparticles, 263–269
Dry grinding, 237–238
Dynamic light scattering (DLS), 84–85,  

109

E
Electric explosion techniques, 196
Electrical properties, 294–295
Electrochemical dissolution, 16
Electron microscopy, 25–26, 44–46, 48, 77–78, 

213
Electronic

circuit, 317
noses, 323

EPR method, 111
Ethanol, 59
EXAFS, 76, 82, 157f
Exchange reactions, kinetics, 289
Explosive reactions, 96–100

F
Fast crystallization, 7
Femtosecond lasers, 241
Films, conductivity, 107–108
Fluorescent organic nanoparticles, 258–259, 

261f–262f

Forces between nanoparticles, 215–216
Fullerenes, 223–225, 229

G
Gabapentin, 253
GaP nanowires, 315
Germanium particles, 179
Gold

DNA-Au particles, 336–337, 337f
films, 212–213
nanoshells, 197
optical properties, 325
particles, 5–6, 14–15, 20–21, 23–25, 61–62, 

63f–65f, 64–67, 70f–71f, 84, 179, 193–197, 
209–214, 269, 278, 289, 293, 295, 301–302, 
301f, 313, 315, 319, 325–326, 330–332, 
334–335. See also Silver

Gold–Tin (Au–Sn) bimetallic system, 57–61
clusters in cold solvents, 58–61, 60f

Graphene, 230–231
Grignard reactions, 90–92
Griseofulvin, 264
Guanine, 258, 259f–260f

H
Helium nanodroplets, 34–36
Heterodimers, 17–18, 183
Heterogeneous films, 46
Hexogen nanoparticles, 36
Hollow structures, 19
Hybrid nanomaterials, 179, 323
Hydrocarbons chlorination, 167
Hydrosol, 242
Hydroxypropylmethylcellulose (HPMC), 264

I
Ibuprofen, 264

grinding of, 238, 238f
particles, 249, 266

Indium
films, 279
particles, 281

Indium nitride nanowires, 202
Indometacin, 240, 267–268
Interaction potentials, 215–216
Intraconazole, 264
Ion association, 246–247
Ionization potential, 163
Iron

complexes, 187
particles, 181–183, 182f, 186–187, 293
reactions, 181–183, 182f

Itraconazole, 264, 266–267
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J
Jet milling, 238

K
Kinetic nanoparticles, 287–289, 323–324
Knudsen cells, 28–29
Knudson cell-mass spectroscopy, 58

L
Laser ablation, 239–241
Layering experiments, 59
Lead clusters, 101
Light beating spectroscopy. See Dynamic light 

scattering (DLS)
Light-emitting diode (LED) displays, 260
Lithium

oxide, 312
particles, 143–144

Lyophilization, 242

M
Magnesium

atoms, 61, 123–131
particles, 90–100
reactions, 90–100

Magnetic properties, 293–294
Mass spectrometry, 83
Matrix-isolation method, 130–131
Mechanical grinding, 237–239
Medicine and nanotechnologies, 269
Mefenamic acid particles, 248
Metal atom chemistry, 63f
Metal nanoparticles, 55–74
Metal oxides nanoporous, 22
Metal-containing polymers, 19
Metal–nonmetal transition, 5–6
Mg–CO2 complex, ab initio calculations, 125
Modification of particles, 251–257
Molybdenum

particles, 174
sulfide particles, 304–305

N
Nanobelts, 46, 321
Nanochemistry, definition, 6
Nanocomposites, definition, 2–4
Nanocrystals, 61
Nanomachining, 64–69
Nanoparticles classifications, 2
Nanopowders, 267
Nanorattles, 197–198
Nanoribbons, 46, 196

Nanorods, 69, 313, 316
Nanoscience, definition, 235
Nanostars, 69
Nanostructure definition, 2–4
Nanotubes

AlN, GaN, 46
FePb, Fe3O4, 45–46
NbSe2, 316

Nanowires, 69, 193
Neutron diffraction, 82
Nickel

atoms, 56
particles, 44, 57f, 183, 307
reactions, 187

Niobium particles and reactions, 172–177, 172f
Nuclear magnetic resonance (nmr) 

spectroscopy, 83–84

O
Optical conductors, 262
Organic light-emitting diodes (OLED), 

258–259
Organic nanoparticles, 235–274
Ostwald ripening, 67
Oxides, 17

magnesium, absorption, 161
reactions, 311–314

P
Palladium

nanowires, 191
particles, 25, 43–44, 179–180, 295, 309–310

1,2,3,4,5-pentaphenylcyclopenta-1,3-diene, 
261

Perylene particles, 242, 243f, 245–246
Phenazepam, 255–256, 255f
Phenitoin, 240
Photochemical method, 248
Photochemical reduction, 11, 133
Photoelectron spectroscopy, 83
Photon correlation spectroscopy (PCS). See 

Dynamic light scattering (DLS)
Physical methods, 237–242
Piston-gap high-pressure homogenization, 239
Platinum particles, 15–16, 48
Polycarboxylic acids, 24, 132–133
Polydispersity index, 266
Poly-p-xylylene films, 101
Polypyrrole nanowires, 19, 319
Porous structure, 19, 22
Probe microscopy, 78–81
Properties of organic nanoparticles, 257–269
Propylparaben particles, 247
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Q
Quantum dots, biolabels, 332–333
Quasi-elastic light scattering (QELS). See 

Dynamic light scattering (DLS)
Quasi-one-dimensional (1D) systems, 260–262
Quinacridone, 239

particles, 240, 241f

R
Radiation reduction, 11, 24–25
Raman spectroscopy, 230–231
Rapid expansion of supercritical solutions, 27, 

248–249
Rare-earth elements, reactions, 115–121
Reaction kinetics, 18–22
Reactions

of magnesium particles, 90–100
in micelles and emulsions, 18–22

Red–green–blue (RBG) emission, in displays, 
261

Regenerative medicine, 269
Reprecipitation, 242–243
Rhodium particles, 18, 300
Ruthenium particles, 16

S
Samarium

complexes, 120, 126, 131
reactions, 116–120, 125, 130–131

Scotch tape method, 230
Self-organization, 275, 323, 325–326, 333, 

335–336
Semiconductors, 314–323
Sensors

NO2, 321–322
SO2, 317–319
temperature, 319

Shape-control, 17
Silica, mesoporous, 22
Silicon particles, 221–222
Silver

clusters, 15, 111–112, 112f, 133–136,  
141–142, 282–283

particles, 15, 63, 66f, 84, 285, 303, 313. 
 See also Gold

Simulation
AgnPbm clusters, 141
heteroclusters, 141, 142f, 143–145
systems, 143–149

Size, of particles, 266
Size effects, 235

definition, 6, 275
external, 4
internal, 4–5
optical spectra, 281–287
organic vs. inorganic particles, 58

Sodium particles, 6–7
Sol–gel synthesis, 26
Solvated metal atom dispersion (SMAD), 

55–74
reactor, 56f

Solvated metal particles, 184
Solvent replacement, 242–244
Sonication, 264
Sonochemical method, 25–26
Spectra, 123
Spectral properties, 257–260
Spray drying, 242
Stability of drug particles, 264–267
Stabilization

by mesogenes, 110–115
by polymers, 101–110
SMAD, 61
by solvent, 184

Steric stabilization, 265
Sulfamethoxazole, 264
Supercritical fluid (SCF), 248–251
Supercritical solutions, 27
Superlattices, 216, 217f
Supermagnetism, 294
Supersaturation, 244–245

T
Tetrapod particles, 196
Theoretical simulation, 137, 149, 193
Thermodynamic consequences

influence of pH, 300, 303, 313, 319
melting point, 331
shift chemical equilibrium, 290

Titanium, reactions, 169–170
Trans-1-cyano-1,2-bis(4’-methylbiphenyl-4-yl)

ethylene particles, 243
Trapping, SMAD, 61
1,3,5-triphenyl-2-pyrazoline particles, 262
Tungsten particles, 177–178
Turbstratic graphite, 231

U
Ultra violet (UV)–visible spectrometry, 84

V
Vanadium particles, 178–179
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W
Water–oil emulsions, 247–248, 247f
Wet grinding, 238

X
X-ray diffraction (XRD), 18, 26, 45, 59, 115, 

162, 184, 213, 231, 250–251, 253, 255
X-ray fluorescence spectroscopy, 82–83
X-ray photoelectron spectroscopy (XPS), 58, 

157f

Z
Zeolite, 22
Zinc-nanooxide, reactions, 311
Zinc-selenium particles, 315
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